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Preface

The CAA-GR conference ‘Computer Applications and Quantitative Methods in Archaeology,
Greece’ 1s a biennial meeting with focus on research in the Eastern Mediterranean Region. After the
previous conferences in Rethymno (2014), Athens (2016) and Limassol (2018) the 4™ CAA-GR
conference was initially planned to be held at N.C.S.R. “Demokritos” in October 2020. Under the
circumstances of the beginning COVID-19 crisis, though, it was not possible to organize a
conference hosting a larger number of participants at the N.C.S.R. “Demokritos” campus at that
time. For this, we decided to postpone the conference for one year. Unfortunately, even though the
situation had somewhat improved by 2021, we finally had to accept the fact that hosting even a
limited number of participants was still not possible. As a further postponement appeared not to be
reasonable the 4™ CAA-GR conference with a particular focus on ‘Big Data in Archacology’ was
held as pure Web Event on 21% / 22™ October 2021 after all, gathering an audience of 58 registered
participants. During the two day web conference 25 papers were presented covering subjects such
as Data Management, Data Modeling, Statistics, 3D Modeling, Multimedia, GIS, Prospection
Methods and Machine Learning.

The twelve papers included in the present conference proceedings provide an extract of the topics
discussed during the CAA-GR 2021. Even though, we did not have the chance to meet in person
then we would like to thank all participants and presenters for their contributions and support. We
wish to thank as well the Scientific Committee of the 4™ CAA-GR and the Steering Committee of
the CAA-GR for helping us with reviewing the conference abstracts and the manuscripts submitted
for the present proceedings.

Anno Hein
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FIELD SURVEY OF A COLD-WAR LANDSCAPE IN SOUTHEAST
BULGARIA

T. VALCHEV', A. SOBOTKOVA?, P. HERMANKOVA? AND B. WEISSOVA®

' Yambol Regional History Museum, Bulgaria,
tvvulchev@gmail.com
? Department of History and Classical Studies, Aarhus University, Denmark
adela(@cas.au.dk; petra.janouchova@gmail.com
? Institute of Archaeological Studies, Ruhr University, Bochum, Germany
bweissova@seznam.cz

Abstract

This article describes the reuse of a FAIMS2.6 digital recording module for mound monitoring and the results of
pedestrian survey in the Bolyarovo municipality, southeast part of the Yambol Province in Bulgaria and a former Cold-
War border. This deployment demonstrated the benefits of a generalised but customisable platform, which made digital
capture of a wide range of archaecological features in the field possible despite a novice workforce and a brief campaign.

Keywords: mobile computing, landscape archaeology, field data capture, pedestrian survey, burial mounds

Bolyarovo Campaign of 2018

The Bolyarovo municipality is situated in the south-
eastern part of Yambol Province, Bulgaria, on the border
with Turkey. The municipality covers 667 sq kms of
rolling terrain leading up to the northern slopes of the
Strandzha Mountain (Figure 1). The main rivulet
winding through is the Popovska River.

While the Yambol Province has been the focus of
intensive archaeological research since the end of the
19th century, Bolyarovo municipality has been a Cold-
War border zone with restricted access and a “blank
space” on the archaeological map of Bulgaria. The first
excavation in the municipality took place in 1999.

Figure 1. Bolyarovo municipality landscape. (Photo: A. Sobotkova; CC-BY-4.0).

In the autumn of 2018, Todor Valchev and Dr. Adela
Sobotkova organized an archaeological field survey in
the Bolyarovo municipality. The project had two aims:
1) visit and register all potential burial mounds listed in
old military maps, and 2) investigate the watershed of

the Popovska River. To document the standing features
(burial and settlement mounds, bunkers, and standing
masonry) in the landscape, the team used a fully digital
workflow. Specifically, we reused the 'Burial’ module, a
GIS-aware digital application for a systematic and

VALCHEV etal. 1
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offline collection of GPS points, photos, and structured
data, developed on the FAIMS Mobile platform for 2017
fieldwork (Valchev and Sobotkova, 2019; Sobotkova
and Weissova, 2020). The informal survey of the banks
of the Popovska River was documented with long-hand
notes and a handheld GPS. The 2018 record provides a
foundation for future intensive surveys and for the
reconstruction of past human activity in the area.

This report presents the used methodology and results
from the field survey in Bolyarovo municipality. The
development of computer technologies, especially
mobile GIS applications in the last decades, allows us to
record both the precise position of the archaeological
sites as well as the status of these sites in a standardized
manner. Systematic documentation coupled with precise
geolocation of archaeological sites is essential for
culture heritage protection during development and
infrastructure projects. Reusing an Existing Data

Capture System

When selecting a data capture system, we prioritisedthe
following criteria: 1) Can we easily merge data collected
asynchronously across multiple devices and have mobile
GIS integrated for different workflows in moble
fieldwork? 2) Can we administer and run system oftline?
3) Is it suitable for novise and FAIR data production?
FAIMS v2.6 has been shown to facilitate all of the above
(Sobotkova et al., 2016; Valchev and Sobotkova, 2019;
Sobotkova and Weissova, 2020). Alternative systems
required interned or bilding with a desktop GIS (QField)
which were a poor fir due to our degraded network and
the use of R script for processing and visualization.
Proprietary nature and the separation of structured and
spatial data in systems such as ESRI ArcGIS Collector
and Surveyl23 ran against the grain of FAIR data
production and required reconciliation. In contrast,
FAIMS supported our offline operation in 2017 and
reduced administrative overhead: we were able to
conduct intensive fieldwork, produce high-quality data
with minimal post processing (file labeling and
validation were automatic), and invest the time saving
into secondary projects such as historical map
digitization (Sobotkova et al., 2023).

FAIMS Mobile is an open-source field data platform
developed by Australian archaeologists from 2012 to
2014 (Ross et al., 2013), and refined since. It generates
customised Android applications for wuse offline
(Sobotkova et al., 2016; Ballsun-Stanton et al., 2018),
and has been deployed at 18 archaeological projects in
Australia and abroad. Since 2017, FAIMS Mobile has
also been used by researchers in other domains including
geochemistry, ecology, and oral history; some 69

applications have been customised across all disciplines
(for detailed discussion of a recent deployment, see
Sobotkova et al., 2021).

The FAIMS team’s involvement in the Yambol Province
began in 2008, when Drs Shawn Ross and Adela
Sobotkova started assisting the Yambol History Museum
team members with digital registration of cultural
heritage. Initial campaigns were dedicated to full-
coverage survey, paleo-ecological sampling, and
excavations (Ross et al., 2010; Ross et al., 2018). In
2017, Dr Sobotkova and Todor Vulchev started focusing
on exclusively cataloguing burial mounds because of the
mounting threat to this category of sites (Sobotkova and
Weissova, 2019, 2020; Valchev and Sobotkova, 2019).
This collaboration produced a module to record burial
mounds (Nassif-Haynes et al. 2019, henceforth 'Burial’).
The Burial module was designed to capture locations,
morphology, and preservation status of burial mounds
marked in the Soviet military maps, as well as artefact
scatters and other features associated with the mounds or
discovered en route (Valchev and Sobotkova, 2019;
Sobotkova and Weissova, 2020). After the initial
deployment in 2017, the module was improved and
reused in 2018 in the Bolyarovo municipality campaign
and later in 2020 at Perachora, Greece (Sobotkova et al.
2021).

FAIMS Platform

The ‘core” FAIMS Mobile platform is an interpreter that
generates a mobile application from definition files
including Data Schema, User Interface (UI), and Logic
(Sobotkova et al., 2016, 2021; for more on FAIMS
Mobile architecture and customisation see Ballsun-
Stanton et al., 2018). A single XML ‘auto generator’ file
can generate all three definition files if they do not need
to be manipulated separately (the Burial module was
created in this manner). Users may also provide a text
file to translate the interface into multiple languages.
FAIMS uses an append-only datastore, intrinsically
producing a data version history.

Data Schema

The Data Schema file defines entities, which contain
attributes that can be assigned values. Entities can be
joined by defined relationships (e.g., ‘above’, ‘below’,
‘part of’, etc.). Attributes can accept either a
‘constrained” (i.e., a controlled vocabulary) or
‘unconstrained’ (i.e. free-text) value, and can include
two pieces of metadata, free-text annotation and
certainty on a 0-1 scale. Finally, each attribute can
incorporate contextual ‘help’: text and images describing
the attribute or how to record it.

VALCHEV et al. 2
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Burial Mound
( Main ) Dimensions A
+ UUID: measure + Height Max (m): measure
+ Mound ID: measure + Height Min (m): measure
+ Date: measure + Diameter Max (m): measure
+ Author: measure + Diameter Min (m): measure
+ Type: vocab + Other Dimension: measure
Burial mound, Extinct burial mound, Surface + Shape Notes: measure
scatter, Tell, Uncertain feature; Other _ J
- N

+ Source: vocab

Legacy verification; Remote sensing ground
truthing; Survey; Local informant; Serendipity;
Other

+ Description: mwasure
+ Landuse around Mound: vocab

Annual agriculture; Perennial agriculture;
Pasture; Scrub; Forest; Urban (in a settlement or
surrounded by infrastructure); Other(explain in
notes)

+ Landuse on top of Mound: vocab

Annual agriculture; Perennial agriculture;
Pasture; Scrub; Forest; Urban (in a settlement or
surrounded by infrastructure); Other(explain in
notes)

+ Position in the landscape: vocab

Valley bottom or plain; Upper slope; Lower slope;
Hilltop

+ Prominence: vocab
Nil; Low; Medium; High; Super prominent
+ Latitude: measure
+ Longitude: measure
+ Northing: measure
+ Easting: measure
+ Accuracy: measure
+ Handheld GPS point: measure
+ Elevation (MASL): measure
+ Facing Direction for Photo : vocab
No observation; North; Northeast; East;

Southeast; South; Southwest; West; Northwest;
Other

+ Notes and Photo ID: measure

+ Overview Photos: file (1 to 00)

Material

+ Assicuated Feature or Material:vocab

Stone wall (krepis); Enclosure; Standing features
in vicinity; Artefact scatter; Loose artefacts;
Bones; Other

+ Surface Material Description: measure
+ Sample Collected?: vocab
Yes; No
+ Chronology Estimate: measure
k+ Associated Material Photos: file (1 to 00)

4 R

CRM

+ Condition: vocab

. J

0 - No observation; 1 - pristine; 2 - minor damage;
3 - damaged; 4 - seriously damaged; 5 - extinct or
near extinct

+ Principal Source of Impact: hierarchical vocab

No observation; Anthropogenic [Agriculture;
Looting; Excavation; Road cut]: Animal activity;
Natural[Erosion, Post-depositional]: Other (specify
in annotation)

+ Other Sources of Impact: measure
+ Archaeological Potential: vocab

0 - No observation; 1 - full; 2 - good; 3 - impaired; 4
- minimal; 5 - none or nearly none

+ Most recent damage (what): vocab
Looting; Infrastructure; Urban development;
Animal activity; Topographic or post-depositional;
Other (specify in annotation); Unknown; None

+ Most recent damage (within): vocab

Last week; Last month; Lat year; Unknown; Other;
None

+ RT Description: measure
+ Comments and Recommendations: measure

+ CRM Photos: file (1 to 00)
L J

Figure 2. The Burial module data schema

The Burial module includes a single entity. A ‘Burial
Mound’ entity records most feature attributes which are
distributed across four tabs of screens, including ‘Main’,
‘Dimensions’, ‘Material’, ‘CRM’ (Figure 2). The
attributes include a computer-generated universally
unique identifier (UUID), record creation metadata
(author and timestamp), geospatial data, description,
dimensions, notes about associated finds, condition of
the feature and main impacts, additional comments, and
one or more device photos. The UUID remains

unchanged during data manipulation and serves as the
basis of relationships, but is not visible to the user. A
human-readable identifier for each feature is generated
by auto-incrementing a four-digit seed number set by the
user.

User Interface

The module UI was designed to be simple. A user
initially sees a ‘Main’ tab with ‘Create New Record’
button above a field showing the ‘Next Mound ID’

VALCHEV et al. 3
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(Figure 3). The Main tab allows users to reset the four-
digit ‘Next Mound ID’ and view the GPS Diagnostics.
The ‘Search’ tab offers free text and faceted search of
existing records; ‘Table’ tab provides a tabular daily
overview of records’ essential attributes editable via
‘Load’ button; the ‘Map’ tab contains preloaded base
maps and vectors and renders recorded features.

When a user taps the ‘Create New Record’ button, a
Mound record is created, allocated a UUID, Mound ID,
username, and timestamp. Users are then presented with
a ‘General’ tab where they can capture a GPS location
by tapping a button, select Type from a dropdown list,
and provide Description, Land use on top and around

mound, Prominence, Elevation and Comments. Buttons
are also provided to take (multiple) overview photos and
to photograph hand-drawn sketches. Notes and Photo ID
text field allows the recording of start and end image
numbers from digital SLR. An associated ‘Dimensions’
tab allows the entry of minimum and maximum Height
and Diameter as well as other measurements and shape
notes. A ‘Material’ tab allows specification of multiple
feature or artefact material types associated with the
mound (using checkboxes), sample collection checkbox,
and a button to capture photographs of, e.g., artefacts.
The ‘CRM’ tab contains dropdowns and free text fields
to describe mound preservation status and sources of
impact.

User > Start User > Start

Figure 3. Screenshots from the module controls, showing navigation and search of the Burial module and the map
display.

UI Logic

Tapping a ‘Validate’ button at the top of the General tab
or the sidebar reports whether all required fields
(coloured red in the UI) are complete, but does not

ey Momerm s Pran

prevent users from moving to the next record if they
were not (Figure 4). Logic functions also allow the
duplication of records except photos and coordinates,
which proved useful when recording bunkers which
varied little from one to the next.

Associated Feature o Matenal Photo

Figure 4. Screenshots from the General, Material and CRM recording tabs.

VALCHEV et al. 4
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2017 to 2018 Improvements

After the 2017 season, we streamlined some of the
vocabulary terms. We added missing terms such as
‘Settlement mound’ and ‘Surface scatter’ to the Type list
and provided descriptions for them. We split the
Prominence field into two dropdowns: ‘Position in the
landscape’ and ‘Mound prominence’, with the former
denoting a morphological unit such as valley, slope, or
ridge and the latter being an assessment of how
noticeable the mound was on approach (low, high, etc.).
These changes followed in light of 2017 discussions and
while not perfect (e.g. we were not expecting to find
military installation and had no typology), we were
happy we could modify the schema to better suit our
field needs.

Data Collection

During the campaign, we worked in teams of two to
three persons. Typically, there were three feature-
recording teams and a fourth informal survey team.
During the informal foot survey, team-members walked
along the Popovska River, marking the locations of man-
made concentrations with GPS, characterizing cultural
material in a diary and documenting it with photographs.
The Burial module was also used to make a rudimentary
record. While the GPS points and photographs were
downloaded upon return to base, the photos needed
labelling and long-hand notes had to be transcribed and

systematized upon return.

Figure 5. Recording mound-turned-into-bunker Feature
8707 in Bolyarovo municipality during September 2018
(Photo: A. Sobotkova; CC-BY-4.0).

Mound-monitoring teams visited locations of sunburst
symbols, documenting their ground status. One team-
member would enter data on a tablet and take
photographs, while others held the scale and took
measurements (Figure 5). Team-members using tablets
carried spare power banks so that if batteries were low
recording could continue. Each device was given a
different range of Mound IDs (see Figure 3) to prevent
duplication of human-readable identifiers. Whenever

possible, devices were paired with Garmin Glo external
Bluetooth GPS receivers to improve accuracy and time-
to-fix under canopy.

The module’s Map tab was furnished with topographic
maps of the present area, vectors of points needing
survey, and a new translation file that converted the
module into Bulgarian upon loading. These changes and
vocabulary descriptions led to more efficient recording
of topographic prominence and improved consistency in
feature types. While changes to prominence broke data
compatibility with the 2017 prominence attribute, this
change was exploratory and represented tweaking of a
previously unusable attribute.

Data was recorded entirely offline. Working on the
national border meant that the mobile network was
seriously degraded. Large gaps in the coverage of both
Bulgarian and Turkish mobile providers made phone
communication unreliable, requiring advance planning
and independent team operation until reaching the
rendezvous spot.

Synchronisation and Postprocessing

Upon return to base, the module connected to a local
server over the internet-free network that the server
generated. Typically, all teams synchronised all tablets
every day. The server also allowed users to edit data,
view and revert to earlier versions of data, and export
data in various formats (via a web interface). Post-
fieldwork data correction was done on the server, so that
all changes were captured in the data history, before data
was exported as CSV and Shapefile for visualisation or
analysis in other software. The remaining manual tasks
were to download the backup GPSs and to label the
publication-quality photos from DSLR cameras. To
finalize the dataset, we would scan the manually drawn
plans of burial mounds and finish diary entries and daily
progress summaries for each team-day in the field. The
final FAIMS-dataset was usable within a couple hours
processing in OpenRefine, mostly to deaggregate (split
into several columns) the structured data from the ‘notes
on the margins’ captured in the Annotation or Certainty
fields associated with each attribute.

Quality Assurance

As all FAIMS-collected data synchronisation and
reference file labelling were done automatically upon
export and proceeded smoothly from start, the team-
leaders’ tasks shifted from digitisation supervision to
data quality checks. As soon as data was synchronized,
team leaders reviewed validation flags and followed up
any missing or incongruous data entries. We checked
both the data values for consistency as well as the

VALCHEV etal. 5
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conceptual categories. Inter-team differences arose
sometimes in the use of categorical attributes, such as
mound type, condition, or archaeological potential.
When teams encountered a feature, which was listed in a
map as a mound, but in the field turned out to be a well-
preserved military bunker, the opinion differed. Should
its condition be marked as ‘No observation’, or
‘Extinct’ in relation to the mound that was supposed to
be there, or ‘Pristine’ in relation to the ‘new’ military
feature? While team-leaders understood the functional
dependency between type and condition, the starting
point (mound vs bunker) was sometimes ambiguous.
Detailed data and photo review in the first week helped
us streamline such procedures. Another inter-team
difference that was harder to systematize was how teams
gauged mound diameter. Mound boundaries cannot be
always firmly established, especially if a mound is
sprawling, ploughed over, and sits in rolling terrain.
Walking estimates varied widely and the use of tape for
measurement suffered from lacking bird’s eye view. We
decided to eye-ball mound diameter by standing at a
distance and using a two-meter pole held by one team-
member as a scale. Even these estimates varied by the
observer’s proximity, being more conservative (smaller)
the closer one stood to a mound.

Discussions of rationale behind categories such as
mound type and condition as well as dimension
measurements had to happen at the start of fieldwork in
order to be effective. We were able to reveal
inconsistencies and address them thanks to the ease of
aggregating and comparing all the structured data and
the associated images within an afternoon every day
from the very start of the season.

Dissemination

After the survey, visited site data were entered into the
national online register of archaeological sites, the
Archaeological Map of Bulgaria. Each registered site
received a registration card with basic archaeological
information about site type, size, location, chronology,
cultural characteristics, associated materials and
information about  written Geographic
information on modern administrative borders, soils,
orography, and hydrography was also provided. Finally,
the database contains information about the protection
status of the monument and recommendations for
investigation, = popularization, and  socialization
(Tzvetkova et al. 2012, 57-58; Kecheva, 2018; Valchev,
Sobotkova 2019, 22).

sources.

Results

The campaign took place from 10 to 28 of September
2018. Fieldwork lasted a total of 15 recording days,
during which we registered 240 features. These included
one settlement mound, two ruined castles, a monastery,
29 surface concentrations, 123 burial mounds, 25 extinct
burial mounds, and 59 other features (military bunkers,
tank-emplacements, and uncertain features).

Field survey is a repeatable and large-scale approach to
the investigation of regional past (Ammerman, 1981;
Alcock et al., 1994). Some of the results heavily depend
on ground visibility and agricultural condition of the
surveyed area. Building up a map of archaeological
heritage through field surveys is a time consuming
endeavour that is rarely complete. While returns increase
with greater intensity, agricultural activity contributes to
substantial inter-annual changes while regional
interpretation  is  hampered by  inconsistent
methodologies and small sample sizes (Cherry, 1983;
Alcock, 1993; Fentress, 2004; Terrenato, 2004). The
main aim of the 2018 campaign was to revisit the burial
mounds from the Soviet military topographic maps;
however, the informal survey was productive enough to
warrant a brief review of settlement evolution in the
Bolyarovo municipality.

Surface Distributions Through Time

The 2018 campaign allowed us to capture the
chronological distribution of sites in the municipality
(Figure 6) and compare it with the regional development
at large.

The earliest traces of human occupation in the watershed
of the Popovska River date to the Late Neolithic
(Karanovo IV culture, 5200 — 4900 BC). Material from
this period was found at two artefact concentrations and
one settlement mound. Late Neolithic was a period of
unprecedented spread of early farmer settlements
throughout the Yambol Province. 41 contemporary sites
were documented in the Province including 16
settlement mounds and one pit sanctuary. This heyday of
long-term farming communities owes to improved
climatic conditions (specifically, increased moisture)
which made agriculture possible (Connor et al., 2013;
Valchev, 2019, 139-140).

During the Chalcolithic period (4900 — 4300 BC), the
farming communities fission and expand. Chalcolithic
material is found at 91 habitations in the Tundzha River
watershed (Valchev, 2019, 140), including a settlement
mound near the town of Bolyarovo. This site, visited
during the 2018 survey, was nearly destroyed in 1932/33
during the construction of a road and a gas-station. This

VALCHEV etal. 6
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development produced stone and flint tool finds,
including one arrow-head, stored in the Yambol
Museum archive. Other seven Chalcolithic sites are in
the western part of the Bolyarovo municipality.

The Transition Period covers the span between the end
of the Chalcolithic and the beginning of the Bronze Age
in Bulgaria. This period of nearly 800 years is still very
poorly understood (Hukomnos and Ierposa, 2013, 21-22;
Valchev, 2019, 141).

The Bronze Age (3500 — 1100 BC) is a period when
metal-working appears among Thracian communities.
Bolyarovo residents use ore deposits from the slopes of
the Strandzha Mountain to smelt metals. Two finds of
oxhide ingots in the villages of Chernozem and Kirilovo
in the western catchment of the Popovska River place
this region within the international copper-ore trade
network (Doncheva, 2012, 675-677, 686).

The Late Bronze Age (1500 — 1100 BC) is represented
in the study area by one open-air settlement near the
Gorska Polyana village. Material dating to the Early Iron
Age (11th — 6th c. BC) was excavated in 2019 at a pit
sanctuary near the Strandzha village (Arpe and [uues,
2020).

The urban settlement of Kabyle in the northern part of
the Yambol Province was the regional capital during the
Classical Period. It was conquered in 341 BC by Philip
IT of Macedon, but kept its leading position for the next
centuries. Its zone of influence reached the northerly
slopes of the Strandzha and Sakar Mountain (/Iparanos,
1993, 102-108), including the catchment of the
Popovska River. The four Late Iron Age open-air
settlements (5th — Ist ¢c. BC) found here were likely
under the control of Kabyle. Contemporary Thracian
remains were excavated at several burial mounds in the
Bolyarovo municipality, including the town of
Bolyarovo (ITomos, 1922, 175-177), Valchi Izvor (Arpe,
2005a), Ruzhitsa (Arpe, 2005b), and Zlatinitsa (Arpe,
2006).

In AD 46, during the reign of Emperor Claudius, the
Roman province of Thracia was created as a senatorial
province. According to Lozanov, the territory of the
town of Kabyle became the imperial domain and was
administratively separated from the rest of the province
(JIozanos, 2006,153-159). The present-day Bolyarovo
municipality became a part of the territory of the city of
Hadrianopolis/Adrianople (modern Edirne), and thus a
neighbor to Byzantium, the later capital of the Eastern
Roman Empire. The administrative and political changes
at the beginning of the second century AD stimulated
economic growth and stability in the province of

Thracia. The peaceful and prosperous time saw the
growth of new settlements, including smaller civilian
vici as well as large villa estates (Ross et al., 2012;
Lozanov, 2015, 85; Sobotkova, 2018; Tuslova, 2022).
This prosperity extended to Bolyarovo where 15 Roman-
period artefact concentrations were documented.

In the second half of the third century, Gothic tribes
crossed the Stara Planina Range into the province of
Thracia. Their raids were followed by the Hunnic
invasions at the very end of the fourth century. Their
attacks strengthened in the middle of the fifth century.
At this time, many cities in Thrace were abandoned or
significantly reduced in size (Lozanov, 2015, 86;
Tuslova, 2022).

In the first half of the sixth century, invasions continued
with the incoming Bulgars and Slavs. By the end of the
seventh century, the northern border of Byzantium ran
through the Strandzha Mountain slopes. The Byzantine
chronicler Cedrenus-Skylitzes called the area north of
this border up to the Stara Planina Range “uninhabited in
this time” as it was the no man’s zone between the two
political rivals, the Bulgarian kingdom and the
Byzantine Empire (baxbpmxues and Brimaes, 2019,154).

Only after Emperor Basil II the Bulgar-Slayer conquered
the Bulgarian kingdom, did Byzantium usher into a
period of economic growth. Prosperity characterized the
11th and 12th centuries in the Balkan Peninsula.
Popovska River watershed continued to be a part of the
territory of Adrianople during these times. The field
survey located five open-air settlements post-dating the
10th century. The latest archaeological investigations at
a site of Malkoto Kale near the village of Voden showed
that both the site, the monastery opposite it, as well as
the open-air settlements found in Bolyarovo were all part
of a territory ruled by the Vatatzes family (bakbpmxues
and Pyces, 2021). The Vatatzes family belonged to the
elite of Adrianople and ascended the throne of the
Empire of Nicaea in 1222 (Mopzaamos, 2005).

During the Third Crusade (1189-1192), the army of the
German Emperor Frederik I Barbarossa conquered
Adrianople. In the autumn of 1189, the fortress Malkoto
kale near Voden village and the valley of Popovska
River were raided by the crusaders (bakspmxueB and
Bwnues, 2015).

The 13th and 14th centuries marked the period of
massive changes across the Balkan Peninsula. The
territories of the Bulgarian kingdom and the Byzantine
Empire divided up into many smaller kingdoms.
Ottoman expansion across the Balkan Peninsula also
began in the 14th century, finishing with the conquest of
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the Tarnovo Kingdom in 1393, the Vidin Kingdom in
1396, and finally, Byzantium in 1453.

In the second half of the 14th century, the territory of
present-day Bolyarovo municipality became a part of the
sanjak (administrative division of the Ottoman Empire)
of Adrianople. Three field concentrations dated to this
period were noted during the 2018 survey, close to the
present-day villages of Popovo, Dabovo, and Voden.

[opcxa gonnma

k. J

Figure 6. Map of results documented in the Bolyarovo
municipality.

Bulgaria became a part of the Socialist Block on the 9th
September 1944. Turkey, across the Bolyarovo border,
was a US ally, and from 1952 a member of NATO and a
part of the Western Alliance. For the next 45 years,
Bolyarovo southern boundary became the Cold-War
borderland, keeping the Warsaw Pact citizens in and
Western Alliance forces out. Strategic locations with a
good view of the surrounding countryside, often
overlapping with mound locations which also favor
prominent locations, have been repurposed into military
bunkers, trenches, and tank emplacements. Among the
240 registered features, 44 had been converted into
military structures. These structures were part of a
complex defensive system that was supposed to delay
the Turkish forces until the Soviets came to rescue. Built
to endure, most bunkers still stand. Thirty years after the
fall of the Iron Curtain, national defenses still lurk in the
bushes and woods, waiting for the next discrepant
moment in European history.

Burial Mounds

Burial mounds are conical earthen features, built as part
of mortuary practices, that range from 0.5 to 10 m in
height and up to 60 m diameter. In Bulgaria, their use
spans from the Early Bronze Age to the beginning of the
Late Antique period. Most burial mounds were built in
relatively prominent locations, on isolated outcrops,
ridges, and hilltops above habitation areas (Sobotkova
and Weissova, 2019, 162-163, 170; Valchev and
Sobotkova, 2019, 20). According to the Bulgarian law,
burial mounds are protected cultural monuments of
national significance.

During the 2018 campaign, our teams verified the
condition of 143 burial mound markers - sunburst
symbols - in the Soviet topographic maps. Additional 97
features were discovered as the teams walked through
the landscape, reaching a total of 240 (148 mounds and
extinct mounds, and 92 other features).

Burial Mound

Extinct Burial Mound D—

Uncertain Feature

Other

4
Height (m)

[ &

Burial Mound

Extinct Burial Mound

Uncertain Feature

Other

0 100

] \;I)iameter (m)
Figure 7. Feature height and diameter by type: burial
mound, extinct burial mound, uncertain feature, and
other

Boxplots in Figure 7 show that dimensions correlate
with conceptual categories of mound-like features
(Sobotkova and Weissova, 2020). Features classified as
‘burial mounds’ were the largest with 2.0 m average and
1.5 m median height, and an overall height range of 0 to
8 m. Burial mound diameter spanned from 8 to 140 m,
with an average of 27.5 m. The °‘extinct’” mound
measurements were lower: the height range was 0 to 2
m, with 0.5 m average and a 0 m median (assigned to the
footprints of mounds). Despite ploughed-out outliers, the
mean diameter was a mere 14 m because many extinct
feature dimensions were unmeasurable or zero. The
‘uncertain’ mounds were smaller than burial mounds and
bigger than the ‘extinct’ mounds. They ranged from 0.1
to 2.0 m in height, with an average of 0.9 and median of
0.5 m. Their diameter spanned from 5 to 100 m with
21.5 m average and 12 m median values. The
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measurements of uncertain mounds show tighter range
in both height and diameter. Outliers with 100+m
diameter appeared in all three groups as mound material
was often found dispersed through ploughing. The
category of ‘other’ mostly marks features that were
affected by military activity, such as where map features
led to bunkers and entrenchments rather than mounds.
This category of 44 features ranged from 0 to 3 m in
height (mean at 1.1m) and spanned 0 to 20 m in diameter
with the mean of 6.6 m and no outliers due to
standardized construction.

Feature Type Burial Mound § Extinct Bunal Mound

| 8
e -
) 4
Type gurial wound ] ExinctBunaimouna [ omer I Uncertain Feature

Figure 8. Condition of mound-like features. ‘Other’
denotes military installations.

The condition of 148 burial and extinct burial mounds
was recorded on a Likert-style scale of one-to-five. One
denoted a pristine mound and five denoted an ‘extinct’
mound, an essentially destroyed feature, which
sometimes had a visible footprint (Sobotkova and Ross,
2018). Figure 8a shows 8% of mounds were in pristine
condition and 20% of mounds suffered only minor
damages. Damaged mounds comprised 26 %, seriously
damaged mounds 26%, and the extinct or nearly extinct
mounds represented 18% of total. The NA condition was
assigned in two cases. Altogether, 28% (42) of all
mound-like features were devoid of major damages,
while 72% (104) were damaged or extinct. These
percentages show more pristine and lightly damaged
mounds than in the western regions of the Yambol
province surveyed in 2009-2010, especially if we filter
out the military installations and uncertain features
(Sobotkova and Weissova, 2020).

Figure 8b shows that if we add the ca 50 military and
uncertain features to the damaged mounds, the damaged
category rises to nearly 80% (counting 0 - NA condition
as 'extinct'). Minor damage drops to 21% of features.

Military activity has a negative effect on immovable
heritage in the border region.

Discussion

The Burial recording module was successfully expanded
and reused in a short field season on the former Cold-
War and now the EU-border between Turkey and
Bulgaria. The module proved flexible enough to
accommodate unexpected finds. By maintaining the data
schema and carefully adjusting controlled vocabularies
and the UIl, we were able to fine-tune our recording
system between seasons without breaking data
compatibility in more than one field. This approach to
balancing flexibility with data compatibility worked, but
was entailed and fragile. Our experience informed
design requirements for the next generation FAIMS
platform (Ballsun-Stanton et al. 2021); ‘FAIMS 3.0 will
allow researchers to design and adjust their field data
capture application via a graphic user interface, among
other improvements such as cross-platform operation
and more scalable and robust data collection.

The constraints on structured data entry (validation and
automation) allowed fieldworkers, including novices, to
record high-quality, analysis-ready data. Precise geo-
location and standardized scales for mound condition
facilitates future protection of these cultural monuments
in the region. Digital annotations that accompanied each
attribute allowed the teams to note uncertainties and
mark discrepancies between the data schema and
emergent field realities. When faced with the unexpected
problem of assigning type and condition to military
bunkers standing in place of a burial mound, or of
documenting  multiple picture
dictionaries allowed only one selection, field workers
used the annotation to provide additional description.
Digital annotations allowed for complete and flexible
data entry, mitigating the inevitably rigid module
structure. They facilitated automated post-processing
and made emergent data accessible for statistical

land-uses  where

analysis via regular expressions.

The digital system administration and the volume of
digital data placed additional demands on team-leader
time. While the automated validation flagged any
omissions, the content and consistency of data had to be
checked manually. Integrated data view on tablets made
it easy to engage novices in spot checks and corrections,
which also led to improved in-field decision-making.
After data review was complete, team-leaders engaged
in module and data management, planning, and other
manual tasks such as the transfer of data to AKB (batch
upload not being available). Team-members had spare
time and plunged into other digital projects. They
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produced a Bulgarian translation of the Burial module
and successfully deployed an older digital tool to
measure mound volume from mound photos. A number
of students also digitized more mounds from Soviet
military maps using a Map-Digitisation FAIMS2.6
module (Nassif-Haynes et al, 2021). The relative
abundance of free time after fieldwork made it possible
to extend the scope of the project by supporting
individual student initiatives.

Conclusion

Pedestrian survey of the Popovska River watershed in
the Bolyarovo municipality revealed traces of past
human activity spanning from Prehistory to the 20th
century. The reuse of an existing FAIMS module made it
possible for us to visit 240 features in 15 days,
systematically documenting archaeological heritage in a
former Cold-War zone for the first time.
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Abstract

Proposing innovative techniques for tracing and figuring out urban cultural components, safeguarding
and monitoring cultural heritage, maintaining the thread of society's communication with culture even in
extreme situations, like the COVID-19 pandemic, rebuilding our societies and economies and, finally,
conveying a message of solidarity, hope, and unity have been the great challenges of IASIS Postdoctoral
Research Project designed and implemented by Athina Chroni, supervised by Andreas Georgopoulos.

loannina city, at the north-western corner of Greece, a city which, already until the year 1430, the
starting year of its Post-Byzantine/Ottoman period, had gained a leading role, being at the crossway of
trade routes, and known, consequently, an economic and spiritual flourishment, thus “belonging to the
category of cities that were developed after the expansion of the Ottoman Empire in the Balkan countries,
cities with a significant urban past, in which the Ottoman influence was partial, but clear”, (Kanetakis
1994) has been chosen to form the urban environment case-study for implementing an integrated system
for remotely managing, documenting, protecting and highlighting cultural heritage by applying new
technologies, under the ultimate goal of rehabilitating and recovering collective memory, as well as
activating, primarily, the local community in the direction of participation in matters of culture and
cultural heritage, via innovative, open-access software and methodologies, through a user-friendly
interface and an open-culture mentality, thus reinforcing and restoring the democratic dimension of

culture.

Keywords: Cultural Heritage, GIS, 3-D Modelling, Open Sources, loannina

1. Introduction

“Space is not static, material as a whole and empty, as
is often defined in the sciences. It is artificial, as an
imprint in space, and social, as a field of human life,
absolute or abstract.” (Lefebvre 1974)

The imprint of time sometimes imposes terrible
consequences on cultural heritage, it often becomes
necessary to not only recover the memory of original
features of historical buildings, urban and landscape
environments, but also understand its likely evolution.
(Rodriguez-Gonzalvez et al. 2017) In this framework,
IASIS Postdoctoral Research Project has focused on
tracing and 3D digitally approaching specific
landmarks of the city, nowadays forever lost, thus
studying and pointing out the alterations of the city’s
urban web during the Byzantine and the Post-
Byzantine/Ottoman period, consequently figuring out
loannina’s pluralistic profile, as it was shaped, mainly,
after the year 1430, as a result of the city’s three

cultures’ osmosis, i.e., the Christian, the Jewish and the
Muslim, under the reasoning that the ever-evolving
dynamics of the city have been principally depicted in
buildings, public or private, religious or secular,
conventional or more elaborate, each one of a unique
historical and architectural profile.

Furthermore, on laying the foundation stone for the
registration and documentation of the edifices coming
from the city’s Post-Byzantine period as well as for the
regular status-updating of those few still standing,
categorized as “Buildings at Risk” in the afore-
mentioned framework, by developing a related digital
platform.

Engagement of the local community has formed one
more challenge of the project: classified crowdsourcing
is thus also anticipated for the future updating of the
web-based platform.
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2. The acronym/term 1.A.S.LS.

IASIS is an open-to-the-people project, the term IASIS,
implying the concept of treatment/rehabilitation and
constituting an indirect reference both to the material as
well as to the mental/emotional/psychological
dimension of the procedure, attaching thus equal
significance to tangible and intangible cultural heritage.

Quoting the etymology of the word IASIS: originally, it
is an ancient Greek word, meaning the “cure”” and
maintains the same spelling in English (/4SIS) as well
as in Greek (JAX1Y), thus allowing it to be read by a
wide audience, either English-speaking or Greek-
speaking, also keeping the same sounding and
pronunciation in both languages.

3. Deconstructing the cultural palimpsest

All places have hidden secrets, revealed when the
cultural palimpsest goes under a decomposition
procedure by tracing and revealing its structural
elements. (Chroni 2019) loannina, being a city with a
long Byzantine past, should have the chance to reveal
its hidden secrets, given that “each place is a distinctive
autonomous entity, as a unique idea, which has
spiritual power and emotional content, expressed
through the collective, overall and perpetual
consciousness of its people”. (Stefanou 2005).

The coexistence and cohabitation of people of diverse
religions,  ethnicities and  cultural identities
diachronically, have shaped a unique, highly fruitful
and creative multicultural character for the city. Taking
into consideration that the scales and meanings of the
architectural work concerning public and private
buildings are directly connected to the urban
phenomenon, due to conception, position and role,
tracing the city’s physiognomy in its architectural
expressions and decomposing the cultural palimpsest
has been the great challenge of the project. Recovering
and enhancing the collective memory of the place as
well as involving the local community in matters of
cultural heritage, have been the final objectives.

In this framework, the landmarks chosen to be 3D
digitally approached come from all the three cultural
components of the city’, often stratigraphically and
chronologically succeeding one another, thus creating
an interesting intangible palimpsest, reflecting the

! Joannina Architectural Societal Infrastructure
Stratification.

* From the Greek verb idoua -@ua (to cure), iaoic, -
ewg (the cure). (Hofmann 1950)

3 The Christians, the Jews and the Muslims.

fluidity of human reality. (Chroni & Georgopoulos
2020) Unfortunately, all of the landmarks, have been
destroyed due to natural disasters and the unbridled,
often uncontrolled modern constructions, leaving either
no traces at all, as is the case of Taxiarchis Archangel
Michael Christian Byzantine Cathedral, Pantocrator
Christian Byzantine Church, Thomas Preljubovi¢
Tomb, Hagia Paraskevi Christian Byzantine
Monastery, Namaz Giyah Muslim Mosque, the
Ottoman Government House, the Barracks, Kahal
Kadosh Hadash Jewish Synagogue, Epifaneios
Educational Institution, the Moat and swampy area
located next to the Castle’s western arm, or just a few
traces, as is the case of Ali Pasha Sarai and Chairedin
Pasha Sarai. Fethiye Muslim Mosque, the Castle’s
western arm and the Army Headquarters are the
exceptions, still standing, almost intact, although
representing their final constructional phase. (Fig. 1)

Priority was given to landmarks which, meeting all the
previous criteria, run through the longitudinal axis of
the urban web in the north-south direction, thus
providing the possibility of further studying the wider
area around each landmark and its dialogue (buffer
zone) with the surrounding urban space, an element
fruitfully contributing to the interpretation of the urban
and the social fabric of Ioannina mainly in the Post-
Byzantine/Ottoman period.

4. The city of Ioannina-Historical framework

The first turning point for the city is the year 1430,
when surrendered to the Ottomans; the second one is
the year 1611, when a failed Christian uprising* would
lead to the abolition of the privileges the Ioannites’ had
secured with the Decree by Sinan Pasha in 1430, thus
triggering undisguised disaster of the Christian
religious buildings. After that year, 35 Christian
churches and monasteries were destroyed, of which 18
were located inside the Castle of loannina. Any attempt
to identify the sites of the Castle's extinct temples,
other than the Cathedral of Taxiarchis Archangel
Michael and the adjacent Church of Pantocrator, in the
Inner Acropolis (Its Kale) of the Castle’s southeastern
citadel, would be in vain, as no relevant tradition has
been passed over from generation to generation. From
1430 to 1913, 17 mosques were built inside and outside
the Castle, two metzites inside the Castle and three
tekes, each one at each entrance of the city. Christian
churches and monasteries existed in most of the

* Organised by Dionisius, Metropolitan of Larissa-
Trikki.
> Joannites are called the inhabitants of Ioannina city.
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metzitia standing, according to Aravantinos. In the
years 1920s-1950s, 15 of the 19 mosques and the
metzites in the city of Ioannina have been destroyed.
The Jewish synagogue inside the Castle had already
been founded since the 9™ century, as estimated, while

in 1540 a second synagogue had been founded outside
the Castle. The building of the last one has been
destroyed in the years 1960s. In 1913 the city of
Ioannina was handed over by the Ottomans to the
Hellenic State. (Chroni & Georgopoulos 2020).

Castle’s SE citadel:

Taxiarchis Archangel Michael
Byzantine Cathedral

Fethiye Muslim Mosque
Pantocrator Byzantine Church
Thomas Preljubovié Tomb

Ali Pasha Sarai

Castle wall's western arm-moat-swampy area

Kahal Kadosh Hadash Synagogue

Ottoman Government House

Town Hall

Chairedin Pasha
Sarai

Hagia Paraskevi Byzantine Christian Orthodox Monastery
Namaz Giyah Muslim Mosque
Perifereia Hellenic State Administrative Building

Barracks
Army
Headquarters

Epifaneios
School

@re

IASIS Postdoctoral Research Project. Designed and developed by Athina Chroni. Supervised by Andreas Georgopoulos.
School of Rural, Surveying and Geoinformatics Engineering-National Technical University of Athens.

Fig. 1. The lost landmarks to be 3D digitally developed in the framework of /4SIS Postdoctoral Research Project.
Cartographic datum: Urban plan of Ioannina/1916-1918/Implemented by Melirrytos (& Christides)-Signed by
Melirrytos. Digital processing designed and developed by Athina Chroni.

5. Application method-Tools of the Postdoctoral
Research Project

Nowadays, the achievement of good practices and
sustainable workflows to manage heterogeneous data
for cultural heritage has been made possible thanks to
the exponential growth of digital tools for data
registration, acquisition and management, mandatory at
each level and essential to preserve and protect cultural
assets. (Pierdicca et al. 2013)

In the context of the specific Postdoctoral Research
Project, glimpses of collective memory have formed
the starting point for the decomposition of the cultural
urban palimpsest.

The medium for finding the path towards loannina’s
Byzantine and Post-Byzantine urban context has been

extensive documentation based on historiographic,
bibliographic and archaeological data, as well as
typological architectural data on Byzantine Christian
churches and monasteries as well as on Muslim
mosques; also on secular architecture of the respective
periods and cultures. (Chroni & Georgopoulos 2020)
All of the data collected have been analyzed and cross-
examined: the outcome of the related scientific findings
has been digitally processed and furthermore combined
with the study of geospatial data, terrestrial and aerial
photographs, as well as with artistic depictions such as
engravings, paintings, postcards, the afore-mentioned
comparatively studied in a GIS Environment (Chroni
2012) georeferenced to the city’s ortho-photo of the
year 2015.
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IASIS Postdoctoral Research Project
School of Rural, Surveying and Geoinformatics Engineering-National Technical University of Athens

Kahal Kadosh Hadash Synagogue and Alliance Israélite Universelie Educational Institution 3D digital models
Designed and developed by Athina Chroni. Supervised by Andreas Georgopoulos
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Fig. 2. Kahal Kadosh Hadash Synagogue and Alliance Israélite Universelle Educational Institution 3D digital models
overlayed on the GIS digital image processing product. Designed and developed by Athina Chroni.

Consequently, the dating, as well as the location of
Byzantine and Post-Byzantine landmarks within the
modern city’s urban web and their subsequent
incorporation in an interactive GIS has been possible,
thus allowing a flexible, multi-layered management of
the varied data and, also, laying the foundations for a
related web database. Many advantages arise from the
GIS approach: at a first level, merging quantitative and
qualitative data, renders possible their effective
combination, while at a second level, it provides an
easy and intuitive access to the information for non-
expert users. (Pierdicca 2013) Under this perspective,
multiple topographic, cartographic and architectural
data, of various dates, have been georeferenced
according to the physical color ortho-image of the city
of loannina dated in the year 2015, thus rendering
possible the location of the lost landmarks in the urban
web, as well as their form and size, allowing the
transition to the following stage of work, the 3D digital
model development of the landmark already
documented as afore-mentioned. The ortho-image
combining the characteristics of the image, i.e., the
optical realistic representation of the city, with those of
a map, i.e., the georeferencing and metrics info, has
been considered to be the optimal choice for the
georeferencing of each landmark’s 3D digital model.
(Chroni & Georgopoulos 2020)

The ortho-image has been provided by the Hellenic
Cadastre (Hellenic Cadastre 2022) for exclusive use in

the framework of the specific Postdoctoral Research
Project implementation. It consists of 132 sub-ortho-
images, type LS025, dating in 2015, at a resolution of
25cm, georeferenced at EPSG:2100-GGRS87/Greek
Grid-Projected georeference system.

The 3D digital abstractive representation (Stathopoulou
et al. 2015; Georgopoulos 2015; Georgopoulos 2018)
of selected landmarks has been overlayed on the GIS
digital image processing product including always the
aerial view of the modern city, in order to render the
sense of each landmark’s interaction with the urban
web and figure out the alterations of the urban texture,
aiming also at a more recognizable view of the city
from the part of the end users. (Fig. 2) Given that each
landmark’s documentation has formed the basic axis of
the research project, a web data base has been also
developed; its consequent 3D digital rendering has
formed the medium for visualizing cultural data and
achieving its communication to the public. (Chroni
2021) The fragmentary character of the documentation
available, as well as the intention to highlight the
alterations of the texture in the urban fabric, gave the
lead to an abstractive approach of the landmarks’ 3D
digital representation, in order not to impose the
researcher’s point of view but just imply the form of
the building. Concluding, a minimalistic optical
approach of the past has been the fundamental concept
of the research project. (Chroni & Georgopoulos 2020)
The landmarks’ 3D digital representation proved out to
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contribute to a flexible study of a building’s structural
complex, as well as further comprehending the
pluralistic physiognomy of the city, while constituting
also a digital tool and motive for further research in the
future.

lAéIS moc(oral Research Pidject.
Sebaol rat, Surveying and Geejnformatics.
TASIS Website. https Hathinachroniwiksite.com/

At a final stage of the 3D approach, a virtual walk-
through-the-3D-digital-model has become possible by
producing an mp.4 digital file under the perspective of
offering a more vivid experience to the visitor of the
website which has been developed as a portal to the
specific research study (Chroni & Georgopoulos 2020).

“Qsigned and developed el Chrc

Fig. 3. Screenshot of IASIS website. De51gned and developed by Athina Chroni.
IASIS Website. https://athinachroni.wixsite.com/my-site-1

Fig. 4. Screenshot of IOANNINA 1430-1913 virtual museum. Designed and developed by Athina Chroni.
14SIS Virtual Museum. https://www.artsteps.com/view/5fecaSaafe659e68d58a48c8

Additional tools, the development of an online
website,” involving also the public though
crowdsourcing, an online virtual museum’ (Kazanis et
al. 2017) and an online routes platform proposing

6 JASIS Website. https://athinachroni.wixsite.com/my-
site-1; Designed and developed by Athina Chroni.

7 IASIS Virtual Museum-IOANNINA 1430-1913.
https://www.artsteps.com/view/5fecaSaafe659e68d58a
48c8; Designed and developed by Athina Chroni.

cultural walks in the city,® based on the research’s
cultural and scientific axis, aiming at rendering [ASIS
project user-friendly and opening up to the people’s
community.

8 J4SIS Cultural Routes.
https://izi.travel/en/browse/d23654bc-dObf-4b11-ab4a-
184¢dd0cf456#75019¢ea5-3313-4215-acae-
d0359¢792691; Designed and developed by Athina
Chroni.
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6. IASIS Website, IOANNINA 1430-1913 Virtual
Museum

14SIS website (Fig. 3), intending to be interactive with
the people’s community and furnishing cultural
information data on the city, fulfills the role of the
portal to the project, giving also way out to a virtual
museum (Fig. 4) (Chroni & Georgopoulos 2021: Ref.,
No 3)

Consequently, a virtual museum, considered as the
most user-friendly medium to communicate the digital
product to the public, (Chroni & Georgopoulos 2021:
Ref., No 4) has been also developed, where the visitor
will have the opportunity to navigate in loannina city’s
cultural past. Text, image, sound and virtual walk-
through-the-3D-digital-models mp.4 files, produced in
the framework of this research project, are the virtual
items of the exhibition, aiming to attract the viewer's
attention, thus becoming an “open call” for a visit in
the physical space of the modern city, as well. (Chroni
& Georgopoulos 2021: Ref No 3; Chroni &
Georgopoulos 2021: Ref., No 4)

7. Social inclusion and QR tagging

Culture is a property, the element that connects people
to each other, to their past and present, ensuring a solid
step towards the future. (Chroni 2019) Cultural
heritage might be considered as the cultural imprint of
the long-running course of man; being formed under
the influence of diverse time and location components,
it crystallizes and expresses the collective memory on
local terms, as well as on global terms, since the local
is the minimum piece of the broader mosaic of
mankind’s  cultural activity and  production;
overcoming local cultural diversifications, it becomes
the “common place” that brings people closer. (Chroni,
2018)

In the afore-mentioned framework, an open access
profile for the project has been adopted under the
perspective of reinforcing and restoring the democratic
dimension of culture: consequently, priority has been
given to the implementation of open data sources and
software, thus complying with the values-based
approach model of cultural heritage management,
emphasizing the values attributed to cultural heritage
by different interest groups of people.’

° The values-based approach cultural heritage
management model emerging in the western world
from the 1980s onwards; it was accompanied by the
development of the post-processual archaeology
theory. (The Burra Charter 1999)

Under the intention to achieve more interaction of the
project with the local community, QR coded
informative labels are set at the specific sites, where the
landmark buildings used to stand and have been now
3D digitally developed,' reaching out ZASIS project to
the public, thus fulfilling the role of interactive portals
to IASIS virtual environment, and, finally connecting
the intangible (digital) with the tangible (physical
space).

8. Conclusions

The preservation of cultural heritage requires
documentation, supervision, management. Cultural
heritage management is composed of the field of
protection, conservation and highlighting. (Chroni
2021) In the last two years, COVID-19 crisis has
profoundly affected societies around the world,
plunging the global economy into a deep recession.
The situation is detailed in a formal UNESCO Report
following a survey in May 2020. Moreover, according
to the United Nations Development Programme-
UN.D.P. 2020, the catastrophic consequences of
COVID-19 crisis, climate emergency and growing
inequalities are not evenly distributed. They are,
however, interconnected, and so should be treated.
(Chroni 2021)

A survey of the NEMO'" (Chroni 2021) network
reveals that the majority of larger museums (81%)
increased their digital capacities as a result of the
COVID-19 pandemic. It is also interesting to note that
social media posts have the lion's share. Among them,
Facebook is dominant with a percentage of 75%,
second is [Imstagram, with a percentage of 21.4%.
(Chroni 2021) “Museums have no borders, they have a
network”, according to the International Council of
Museums-ICOM. (ICOM 2022)

The aim of the specific Postdoctoral Research Project
is to provide good practices to be used as guideline to
manage heterogeneous data and communicate it to the
public overpassing extreme situations, like the
lockdowns. The integrated application of GIS and 3D
visualization allowed flexible identification,
localization, mapping and morphological
documentation of various types of cultural heritage
features. Additionally, the short-term target is to share
cultural heritage information, while the long-term goal
is to keep on backfilling and updating the web
database.

' With the support of the Municipality of loannina.
""" NEMO: The Network of European Museum
Organisations. (NEMO 2022)
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Concerning cultural heritage, the year 1830 is a turning
point in the Greek legislative framework. According to
the Greek Law 3028/2002, Art. No 2: “(aa) As ancient
monuments or ancient relics are considered all cultural
goods belonging to Prehistoric, Ancient, Byzantine and
Post-Byzantine times and are dated up to the year
1830, subject to the provisions of Article 20. ... bb) As
newer monuments are considered cultural goods that
are dated later than the year 1830 and the protection of
which is imposed due to their historical, artistic or
scientific significance, under the regulations of Articles
6 and 20.” (Hellenic State-Law No 3028/2002, The
Greek Government Gazette No 153/A/28-6-2002;
Hellenic State-Law No 4858/2021, The Greek
Government Gazette No 220/A/19-11-2021)

The case of the successive destruction of multiple
landmarks in loannina city case study, as well as
around the world, even in modern times, due to the
expansion of the structured landscape and the
consequent over-urbanized environments, and, also due
to the vandalisms, the wars and the physical disasters,
calls for an urgent plan, globally, for monitoring-
protecting-preserving-highlighting cultural heritage and
strengthening  collective  memory. (Chroni &
Georgopoulos 2021: Ref Nr 4)

“The laws of nature are taking on a new meaning
today, they are no longer dealing with certainties but
with possibilities and probabilities, they confirm the
procedure of becoming not only of being. The
distinction between the humanities and the sciences is
therefore neither given nor absolute. They have
approached each other; they have become entangled
within each other.” (Themelis 2018) In this framework,
we firmly believe in the potential of interdisciplinary
approaches for the study, restoration, preservation and
highlighting of cultural heritage. As such, the specific
Postdoctoral Research Project combines the disciplines
of Archaeology-Cultural Heritage Management and
New Technologies, fulfilling the role of a virtual
collective memory box, while maintaining a scientific,
educational, social and developmental role, largely
reminiscent of the concept of a museum. (Chroni
2019).
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Abstract

Thessaloniki Toumba is a multi-period mound settlement in Central Macedonia, Greece, founded during the Bronze
Age and inhabited until the Hellenistic period. Continued re-building, occasional clearance episodes, and, finally, the
establishment of a burial ground on the top during the Byzantine era resulted in a highly complex stratigraphy. In the
context of a project aimed at presenting the site effectively to the public, different episodes of the history of House B
were reconstructed and presented in 3D based exclusively on legacy data compiled over 25 years of excavations. The
need for more extensive use of legacy data in archaecology, especially in cases of presenting old excavations to the
public, has been repeatedly highlighted because of the huge amounts of information amassing underexploited in
archaeological archives since the early days of scientific excavations. The issue persists primarily because of the
variable quality of the data in terms of extent and accuracy and of the obsolete form they are preserved in. This paper
presents the workflow implemented for the operationalization of the legacy data collection available from the
excavations conducted at the site of Thessaloniki Toumba between 1988 and 2013 with the aim to reconstruct and
present to the public the biography of House B.

Keywords: Thessaloniki Toumba, Late Bronze Age, Central Macedonia Greece, 3D representation, excavation
documentation

1. Introduction commonly backfilled, some have degraded, or have
even been destroyed leaving no room for experts and
general public to visit. Similar problems are presented

by multi-phase sites, where remains of different

Rendering archaeological sites and artifacts in 3D has
become a trend in public archaeology nowadays
because they offer the public more detailed and
immersive visualisations of past material culture. With
the rapid growth of technologies (such as laser
scanners and photogrammetry) and 3D modelling
software, the production of 3D models has become a
quick, efficient and low-cost method for rendering

occupation levels are found in close spatial association
and/or deposits and architectural features are overlayed
in deep stratigraphic sequences requiring the selective
removal of deposits, artifacts and structures before
proceeding to the excavation of deeper deposits.

effectively anything from excavated sites to heritage
monuments and individual objects (Figure 1).

The procedure is straightforward when it involves
capturing data still standing or visible in the field
during excavation. It is not, however, straightforward
for the bulk of archaeological sites whose investigation
has already been concluded and which, for various
reasons, were not intended to be made accessible to the
public or the scientific community. These sites are

These sites could be made accessible to the public not
only through the publication of textual descriptions,
images of their excavation and finds, or architectural
plans, but also by rendering them in 3D. 3D models
allow archaeologists and the public to directly
encounter and actively engage with an excavated space
irrespective of physical accessibility. This procedure
would involve, however, the incorporation of legacy
data, meaning documentation data produced, collected
or captured without the technologies that are available
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nowadays and outside the scopes of contemporary
excavation methods and means of dissemination
(Allison, 2008). As a result, these data may often be
insufficient in terms of accuracy or completeness, and,
in 2D form, which do not “translate” well into 3D.

This paper presents the workflow regarding the
operationalization and use of legacy data in effectively
disseminating the archaecological remains of past
excavation sites. In our case study, we used the legacy
data (reports, drawings, 2D plans, and photographs)
collected between 1988 and 2013 during the excavation
of House B, a multi-phase building complex excavated

at the archaeological site of Thessaloniki Toumba. Due
to the fragile state of the architectural remains
unearthed, this archaeological site is closed to the
public and remains largely unknown to the wider
audiences in the city. The dissemination of the
biography of House B followed two phases: the
reconstruction of the building’s history based on the
study of the stratigraphic and architectural data
collected during its excavation, and the visual
rendering of this house’s history through a sequence of
2D plans and 3D models, whereby each plan or model
presents the excavated remains associated with a
different phase in the house’s history.

Figure 1. A 3D model of the excavated area using structure-from-motion photogrammetry produced during the 2021
field season at Thessaloniki Toumba (Model by SmartEye Project, ©Thessaloniki Toumba Excavation Archive &

SmartEye Project).
2. The archaeological site of Thessaloniki Toumba

The site of Thessaloniki Toumba lies at the
northeastern part of the modern-day city of
Thessaloniki, in Northern Greece (Figure 2). The site is
a mound-settlement, formed over hundreds of years of
continuous habitation on the same restricted area of
what originally was a low natural hill. Habitation at the
site was probably established at the beginning of the
Middle Bronze Age (MBA, 2050-1650 B.C), but the
best preserved and most extensively investigated
occupation levels belong to the Late Bronze Age
(1650-1050 B.C.). The excavated remains on the top of

the mound belong to several multi-room free-standing
buildings, which were separated by narrow streets.
Most of the buildings have only been partially
investigated, but the remains and archaeological
deposits of three (Houses A, B, and E) provide us with
important information on the size, architecture,
building practices and activities that took place in their
interior (Figure 3). Houses were built with mudbricks
on stone socles with wooden supports. The floors were
predominantly earthen, and the roofs made of clay and
reeds. Over the course of the settlement’s history,
houses were repeatedly repaired and rebuilt on top of
their predecessors’ remains after the latter had been
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partially or entirely backfilled. This practice resulted in
a highly complex stratigraphic sequence both at the
scale of the settlement and at the scale of individual

buildings (Andreou et al.,, 2022, Andreou, 2009,
Andreou and

Kotsakis, 1997).

Figure 2. Aerial view of the archaeological site of Thessaloniki Toumba (view from west) (Photo by K. Kotsakis

©Thessaloniki Toumba Excavation Archive).

House B, which forms our case study, is a building
complex that was partially exposed over an area of ca.
80 m” and at a depth of almost 3m. Preliminary study
of the stratigraphic sequence and architecture of the
building (Efkleidou et al., 2018) revealed that the
building was entirely rebuilt at least four times over a
period of more than 200 years (1210-950 B.C.). In-
between these rebuilding events, the building saw
multiple episodes of minor (renewals of earthen floors
and internal furnishings) and major (reconstruction of
individual walls) repairs. The evidence for Iron Age
and Archaic period habitation at this part of the
excavation has been heavily disturbed or destroyed.
However, during the Classical period a large building
with strong foundations was built above the remains of
the Bronze Age House B.

The settlement was probably abandoned during the
synoecism that led to the foundation of the Hellenistic
town of Thessaloniki in 315 B.C. by King Cassander of
Macedon. However, during the Middle Byzantine

period the area above House B was transformed into a
burial ground (Kotsakis and Andreou, 1989, Andreou
et al., 2022). The opening of several of these Byzantine
period graves caused the destruction of Prehistoric and
Classical period deposits and architectural features of
House B.

3. The data and their limitations

The excavation of House B took place between 1988
and 2013 and the remains extend over an area of ca.
110 m® Excavation at the site follows the single
context recording system which respects the integrity
of the stratigraphic context and adheres to a deposit-
removal strategy that follows from the reverse the
deposition sequence and life-history of the building
(Kotsakis et al., 1995). The documentation procedures
were rigid: each context was drawn at 1:50 scale,
contexts considered complicated or important for their
finds or attributes were also sketched in the excavation
diary and in sequenced plans at 1:20 scale; multiple
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contexts of interest were also drawn in top plans at
1:20 scale. Single or groups of contexts and their
associations were routinely photographed. Finally,
stratigraphic sections of at least two sides of each
trench were drawn at 1:10 scale. The collection, thus,
of documentary data from House B includes 72 top
plans, several sketches drawn mostly without scale, 11
stratigraphic sections, and 1532 photographs. Added to
these, there are handwritten excavation diaries,
catalogues of features, finds etc. and reports from each
excavation trench for every field season.

THESSALONIKI TOUMBA EXCAVATION,
ARISTOTLE UNIVERSITY OF THESSALONIKI N

The Late Bronze Age Settlement

Cartography. Kaliop Efkleidou, 2022

Figure 3. Simplified plan of the Late Bronze Age
settlement at the top of Thessaloniki Toumba (Map by
K. Efkleidou, ©Thessaloniki Toumba Excavation
Archive).

While the documentation strategy at Thessaloniki
Toumba excavation (initiated in the 1980s) followed
pioneering protocols for its time, the accumulated data,
particularly from the earlier periods of the excavation,
present limitations which constrain the detail of the
final publication of the archaeological remains. These
limitations became further pronounced in the face of
our intention to produce 3D models of the excavated
space as part of our ongoing commitment to make the
site accessible and effectively engage the public with
its historic environment (see Kotsakis et al., 1995 for
early attempts to reconstruct the site in 3D).

These constrains are linked to three types of problems
affecting the usability of the legacy data at variable

degrees: problems related to the documentation
protocols; to the technical equipment used, and to
human error.

One of the most important problems arising from the
documentation protocols followed at Thessaloniki
Toumba lies with the decision to draw top plans of the
excavated space whenever a context of interest
appeared. Such a context would involve the detection
of a structure or an artifact or a group of artifacts (i.e., a
hearth, a pit, a wall, a group of pottery sherds etc.).
These top plans depicted only the context of interest, in
an effort to limit any unintentional association of
contexts that might have belonged to non-associated
events. Such associations were to be considered and
determined during the post-excavation study of the
stratigraphy, after which the top plans would be
combined. While this protocol intended to remove the
pressure of interpreting complex stratigraphic and
contextual associations from the excavator’s shoulders
while in the field, it often resulted in decontextualizing
the documented features and artifacts. This practice
impeded the post-excavation process of
conceptualizing or reconstructing the excavated space
both mentally and in 3D.

Furthermore, a limitation arose by the number of
elevations recorded in the plans. While the
interpretation of a feature and its contextual
associations can be achieved even with a small number
of measurements, it was soon highlighted that the
number of elevations noted in the plans was too small
to allow the accurate reconstruction in 3D of the 2D
features in the top plans.

Photographic documentation was also focused on
capturing the subtleties of archaeological features and
artifacts as they were exposed in the field, but the
process involved both close-ups and trench overviews
that allow one to gain an understanding of the wider
context of the features or artifacts documented. The
process also involved photographing from different
angles and directions to limit the effect of shadows or
distortions. Still the limited number, angles, and quality
of photographs taken on any occasion, although
probably sufficient for an archaeological publication,
have proved insufficient for the reconstruction of the
excavated context as a 3D model with the use of
photogrammetric software, such as Agisoft Metashape.

Issues pertaining to the technical equipment used over
the years affected the accuracy of the measurement
data recorded in the top plans, sections, and the diaries.
Until the end of the 1990s and before the time of high-
accuracy total stations in archaeological excavations,

EFKLEIDOU et al. 24



4™ CAA GR Conference

Athens, Greece 2021

depths were measured with a water level and for a brief
period with a dumpy level from temporary
benchmarks. The coordinates of contexts, features and
artifacts were measured in the field with tape measures
from the sides of each trench within the established site
grid and subsequently transformed into the site’s local
reference system. As a result of the technical
equipment available and on-site problems that
commonly occur in the fieldwork (i.e., contraction of
trench limits as excavation proceeds) some accuracy
loss was observed both on the horizontal and on the
vertical plain.

Substantial limitations, however, were also brought
about by human error. Under the pressure of time or
due to the training character of the fieldwork
campaigns involving archacology students, the
guidelines regarding the symbology used in the top
plans or the accuracy of the measurements noted were
not rigidly followed.

4. The workflow for the operationalization of the
legacy data

The first step taken was to scan all legacy data and
translate them into digital images. Diaries and reports
were scanned into PDF files, whereas all plans and
sketches were digitized in high-resolution grayscale
TIFF files (600dpi) (Figure 4, left).

A GIS system was setup in which all plans were
imported and georeferenced. These plans were ordered
by date produced to create sequenced planar snapshots
of the excavation procedure. The sequences of
overlayed plans allowed us to determine: features that
were present in multiple plans (a preliminary indication
of the close spatial association of permanently standing
features with deposits and structures of more than one
occupational phase); features whose morphology,
attributes, or interpretation evolved as excavation
progressed; and deposits or features at different levels
that were removed as excavation proceeded.

261

Figure 4. Left: top plan of features in trench 261 produced in the field. Right: the same plan digitized in Autocad
(Original plan by M. Dosi (1990), digitized plan by G. Vlahodimos (2000-2001) and M. Karantoni (2020),

©Thessaloniki Toumba Excavation Archive).

Digitization of the top-plans could not be automated as
they were drawn on millimeter paper, the grid of which
created a very dense web of lines that impaired the
distinction of individual features on the plans. A heads-
up manual digitization method was followed instead,
which was carried out in Autodesk Autocad software
(Figure 4, right). Even though the digitization process
is a technical job, an increased level of interpretation
was involved in those cases where the symbology did
not conform to standards and feature type, material or
even shape could not be directly recognized from the
drawing. During this process, the classification of
features in the plans became standardized, so that all
digital plans would share a common set of layers and

pen attributes. The layers followed a classification
system for features based on type (“Architecture”,
“Structures”, and “Portable finds”), function (e.g.,
Architecture was subdivided into socle, wall, surface),
and material (e.g., stone, mudbrick, clay, gravel, etc.)
(Table 1).

Once the digitization of the plans had finished, a
systematic effort was made to address the issue of the
small number of elevations noted in the plans. The
missing information was retrieved from the
descriptions and measurements noted in the excavation
diaries. Where such information could not be found in
the diaries, it was reconstructed from the photographs.
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The diary descriptions and photographs of features
were also scrutinized in those cases where mistakes
were observed in the shape or size of the features
drawn. In many cases, this involved the
orthorectification of photographs of features to
ascertain the correct location or size of the features.

The final step before the production of the 3D models
of House B involved the production of phase plans.
The phase plans of a building or a wider archaeological
site combine all the structures, deposits, and other
features that are interpreted as contemporary or as
falling within the timespan of the same occupation
period. In cases of multi-period sites, such as
Thessaloniki Toumba, where houses were repeatedly
rebuilt, several phase plans are expected to be
produced.

The stratigraphic analysis of the deposits with the use
of the well-known Harris-Matrices (Figure 5) and the
3D modelling of the excavation units (following
Tsipidis et al., 2011, Katsianis et al., 2015) (Figure 6)
allowed us to determine more than 100 different events
in the life of House B. These events involved re-
buildings of the house, repairs in walls or interior
furnishings, multiple floor layings and repairs,
destructions, infilling episodes, burials, insertions or
removals of pithoi or other features, and, finally, the
usages of the spaces of the house itself. The sequence
of events in mound settlements in general, and at
Thessaloniki Toumba in particular, followed a roughly
cyclical order: construction, use, destruction/
abandonment, infilling, and rebuilding. Each time the
house was rebuilt, a new cycle and a new occupation
phase begun.

TYPE FUNCTION MATERIAL
STONE
WALL MUDBRICK
A (ARCHITECTURE) CLAY
GRAVEL
FLOOR EARTH
HEARTH
OVEN
S (STRUCTURE) SASKET
POST-HOLE
PLATFORM
PITHOS
POTTERY OTHER
SEASHELLS
F (PORTABLE FINDS) STONES
GRAVEL
SKELETAL HUMAN
(REMAINS) ANIMAL
STONE
OTHER ARTIFACTS CLAY
BONE

Table 1. The organization and naming conventions of the layers used in the digitized top plans.
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Figure 5. Part of the Harris matrix produced during the stratigraphic analysis of the deposits of House B (Figure by K.

Efkleidou).

4

Figure 6. The 3D modelled excavation units from House B at Thessaloniki Toumba classified by occupation phase in

the ESRI ArcScene environment (Model by M. Karantoni).

As part of the stratigraphic sequencing procedure, the
archaeological deposits were associated with built-in
features (i.e., walls, platforms, hearths etc), and most
importantly with the floors or living horizons of each
occupation phase of the building. Portable artifacts
(i.e., pottery, stone tools etc.) are depicted on the phase
plans only when they have been found lying on these
floors or on built-in features and structures.

Seven occupation phases which chronologically extend
from prehistory (Bronze Age) to the Classical/

Hellenistic period, were, thus, distinguished in the
history of House B at Thessaloniki Toumba. The final
phase of occupation involved the conversion of this
part of the settlement into a Christian burial ground
dating to the Byzantine times. The respective phase
plans presenting the excavated remains of each
occupation phase were finally modelled into 3D with
the use of appropriate software, such as Autocad 3D
and 3DS max (Figure 7).
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T'hessaloniki
l'oumba

Figure 7. The (aggregate) top plan (left) and the 3D model (right) of the excavated remains of phase 2B at
Thessaloniki Toumba House B (Plan by K. Efkleidou and M. Karantoni, model by SmartEye Project, © Thessaloniki

Toumba Excavation Archive & SmartEye Project).

Absolute Chronology

Thessaloniki Toumba
House B Occupation Phases

Relative Chronology
Southern Mainland Greece

ca. 6th-12th c. AD 1A Byzantine Period
500 - 316 B.C. 1B Classical & Hellenistic period
1070/1040-1030/1000 BC 2A Early Protogeometric
1110/1100-1070/1040 BC 2B Late Helladic IlIC LATE
1140/1130-1110/1100 BC 3 Late Helladic I1IC ADVANCED
Late Helladic I1IC DEVELOPED
1210-1140/1130 BC 4

Late Helladic IlIC EARLY

Table 2. The dating of the occupation phases identified in the area of House B at Thessaloniki Toumba.

5. Results: the biography of House B

The history of House B clearly demonstrates the
conscious efforts of the respective household to
maintain the external form of the house identical for a
period of over 200 hundred years (Efkleidou et al.,
2022) (Table 2)." The earliest excavated remains are of

The occupation phases of House B have been
stratigraphically correlated with the settlement-wide
phases at the
chronology of which is based on a series of
radiocarbon dating samples discussed in Andreou

Thessaloniki  Toumba, absolute

(2009; see also discussion in Jung et al. 2009; Jung
and Wenninger 2002; 2004).

limited spatial extent but are securely dated on relative
stratigraphic basis to settlement phase 4 (1210-1130
B.C.) (Figure 8). The remains were covered by a
destruction/fill  deposit that preserved them in
considerably good condition. In fact, at the west side of
the investigated room, a low clay-plated platform was
found with charred and fossilized organic food remains
preserved inside a clay bowl and on the surface of a
stone grinder. At a small distance, the partial remains
of a thermal feature, probably a domed oven, testify to
the use of this space as primarily a food preparation
and cooking area (Efkleidou et al., 2018, Andreou et
al., 2022). During subsequent occupation phases,
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however, the functions of the different spaces in the
house changed.

View from the East
-

e

Thermal structure

Figure 8. View of the excavated remains of occupation
phase 4 (©Thessaloniki Toumba Excavation Archive).

During phase 3, when the house was rebuilt by
replicating the exact same plan that it had during the
earlier occupation phase, two large storerooms were
functioning on either side of a space that was partly
used as a purple-dye production workshop. The
storerooms contained pithoi, numerous large and
medium-sized jars, as well as very large woven baskets
with a capacity of ca. 600 liters or more, that could be
used as granaries. One of the rooms in the northeast
corner was infilled with a particular type of red clay
soil and then abandoned (Efkleidou et al., 2018,
Andreou et al., 2022) (Figure 9).

After another violent destruction, the house was rebuilt
(occupation phase 2B). Once again, it replicated the
plan already familiar to the household. During this
period, house floors were repeatedly repaired, as they
were worn out by everyday use. One space, however,
presents increased interest as it was transformed into a
semi-public courtyard space open to the street. The
area was used for routine activities, such as spinning or
the production of household equipment (tools), and the
consumption of meals. However, it is particularly
interesting that this space, together with the area of the
street right outside this part of the house, was also

considered the designated area for the burial of four
individuals (three children and a male adult) (Andreou
et al., 2014). After each burial event, the area was
restored to its routine use. It is only after the last of the
burials, that of a seven-year-old child which was
exceptionally laid face-down, that the house was
rebuilt once again (occupation phase 2A) (Figure 10).
THESSALONIKI TOUMBA SETTLEMENT

House B Phase 3
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Figure 9. The (aggregate) top plan of occupation phase
3 at House B (Cartography by Kalliopi Efkleidou).
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Over the next period and wuntil Classical times
habitation expanded outside the confines of the mound
top. A settlement was established around the foothills
of the mound (known as trapeza or table) that
continued to be occupied until the abandonment of the
site in general as part of the synoecism for the
foundation of the city of Thessaloniki by Kassandros in
316 B.C. (Andreou, 2019, Andreou and Kotsakis,
1997).

While habitation on the mound top did not cease, as
recent investigations have demonstrated (Andreou et
al., 2022), all such evidence was obliterated from the
area of House B by an organized clearance event that
prepared the area for the construction of a large
Classical-period house. The size of this house
(covering an area of at least 100 m”) exceeded that of
the prehistoric one. Some of its walls were built on top
of the stubs of the prehistoric house’s walls, but
interior walls especially were built on high rubble-
stone socles laid inside foundation trenches cut through
the prehistoric deposits. The house comprised at least
four spaces, but the fragmentary nature of the many
architectural remains in its vicinity does not allow us to
reconstruct its complete plan, at least in the excavated
area of the site. The house suffered a major destruction
during the Classical period, that caused parts of the
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roof to collapse inside the house. Yet, the structure was
rebuilt again, as the very partially preserved stone walls
document.

The final episode in the biography of House B was its
conversion to a Christian burial ground. Five burials of

three infants and two adults were found with the bodies
placed in an extended position, with their arms crossed
over the chest, oriented west to east. The burials were
neatly ordered in two rows, one for the adults and one
for the infants, and regularly spaced (Andreou and
Kotsakis, 1994, Andreou et al., 2022).

Figure 10 3D model of occupation phase 2B and the last burial performed during this phase in the northern part of
House B (Model by SmartEye Project, © Thessaloniki Toumba Excavation Archive & SmartEye Project).

6. Discussion

The growing need to make past archaeological projects
and their findings more accessible to the public
integrating means such as immersive 3D models has
become widely acknowledged among archaeologists
nowadays. 3D models provide direct interaction with
heritage without damaging it and without hindering its
continued investigation. This understanding has led to
the growing incorporation in archaeological excavation
practice of new methods (i.e., structure-from-motion
photogrammetry, point clouds) and technologies (i.e.,
drones, laser scanners) that improve and accelerate the
creation of high-quality and high-resolution 3D models
of excavations, archaeological deposits, built-in
features and portable artifacts in 3D.

However, when it comes to presenting excavations that
have already been backfilled or sealed off for reasons
of preservation, the use of these methods and
technologies is impossible. Turning to the use of legacy
data then becomes a one-way street with all the
problems and restrictions posed by the aims, methods,
and conditions under which the legacy data were
compiled. The methodology presented here

demonstrates that the processing of legacy data (plans,
sketches, diaries, and reports) can achieve their
operationalization and allow the production of 3D
models of the excavated landscape.

In the case study presented, many of the problems
identified in the legacy data available were the result of
excavation protocols and technologies that were
continuously developed, evaluated and adapted or
upgraded over a period of almost 40 years. Most
importantly, however, they were the result of their time
and collected without ever having in mind the use in
which we aim to put them today. However, considering
the irreversibly destructive effect of all archaeological
excavations, whereby artifacts and occasionally entire
occupation phases are removed and obliterated, it is
imperative that we continue to seek new and enhanced
ways to reconstruct the archaeological remains in a
way which represents faithfully and accurately their
condition during excavation. The present paper
presents an attempt to achieve this aim by making use,
to the best possible extent, of the available legacy data,
even when they present substantial limitations by
today’s standards.
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In fact, the operationalization of the visual data
available (plans, sketches, sections and photographs)
together with the analysis of the stratigraphic and
architectural data from the excavations at the
archaeological site of Thessaloniki Toumba, allowed us
to unlock and effectively present the complex building
history of House B. The evolution of the continuous
habitation in this area was thus successfully presented
in the traditional form of phase-plan sequences as well
as in the form of 3D-model sequences enabling the
direct visualization of the site’s ongoing excavation
and the archaeological remains’ materials, hue, and
form. As a final comment, we would like to note that
3D visualization did not provide any useful insights
during the stratigraphic sequencing and phasing of the
archaeological deposits because the latter is an
analytical step that needs to precede the building of the
3D model. However, the models finally produced have
provided both expert and wider audiences with a
unique way to envision and gain a better understanding
of how past spaces looked and were used by the people
who lived in them. In the end, these 3D models and our
ability to “walk” through and explore them is worth a
thousand words!
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IMPOXEITIXEIX ANOIKTHX EINIXTHMHX XTHN YH®IAKH
APXAIOAOI'TKH EPEYNA

M. KATZIANHE! KAI A. TSIAGAKH?

! Tuduo Iotopiog-Apyatoroyiag, Mavemotiuo Hotpdv, Kripo B, Mavemotpovmoin Matpag, Pio, 26504,
mkatsianis@upatras.gr
Epeuvticd Kévrpo «ABnvay, Ivotitovto Eneéepyasiag tov Adyov, Iavemomuodmorn Kiupepiov, Zdaven, T.0. 159,
67100,
tsiafaki@athenarc.gr

Hepiinyny

Q¢ néPog Hiag mayKOGUNG TAONG Yol TNV EQOPLOYN TPAKTIKOV TG Avotktig Emotiung, kpivetat idiantépwg yprion n
TAPOVGIOGT TOV TPMOTOPOVAIDOV o8 S1eBVEG emMImEdO KL 1] GUYKPIOT LE TO EAANVIKO TAPASELYLLA KL TV TPOCOTIKT LLOG
eumepio, OMOL TOPA TNV OVEAVOLEVN XPNON TG YNOLUKNG TEXVOAOYLOG GTNV OPYOLOAOYIKT £PEVLVA, Ol GTPATIYIKES
oLYKPOTNONG, EMUEAENG KOL OVOIKTAG O140e0mg TOV YNeakdV cuvorwv dedopévev ondvia emapkodyv. Ot oloéva
avEAVOLLEVEG EKKANGELG Yo TNV evBdppuvon TpaxTikdv Avolktig Emotung tovifouv v avdykn ywo ) dtapdveia tng
EPEVVITIKNG S1AOIKAGIOG KOl TNV VITOAOYIOTIKT] OVOTOPOY®YIUOTNTO KOTG TN ONUovpyio. opYOloA0YIKOV GUVOA®Y
dedopévav, pe 0,Tt avtd cvvemdyetol. Xty EAAGSa M oyetikn ovlftnon otov xdpo g Apyoworoyiag ypnlet
EVTATIKOTOINGONG TPOKEUEVOL Vo AAPel vy TO TOTTi0 TV daBECTU®OY VTOJOU®OVY amobeTnpimV, KaBOS Kot TNV avaykn
Y. TPOKTIKEG 00MYiEG G€ OPYOVIGHODS KOL EPEVVNTEG TOV GGYOAOVVIOL LE TNV TOPAY®YY, TNV OPYAvV®OOT KOl TN
10T PNON GVALOYDV OPYULOAOYIKAOV dEO0UEVMV. XT0 TapdV Apbpo oKloypa@ovvTal 1 TPOOS0G KOl TO, EPTOSIO G TPOG
NV empéAeLD Kot T S1dBeo TV apYAlOAOYIKAV dedopEVmV Ta TEAELTAIN XPOVIL, EVD TEPLYPAPOVTOL EVOEIKTIKA OQEAN
amd TN STHPNON KoL TN SVVOATOTNTO EXAVOYPTCLLOTOMNCNG TNG YNOLOKNG OPYOLOAOYIKNAG TAPAYM®YNG TOV AVTIGTOLYEL
010 £pyo o oAOKANPNG yevids. Iapovoidlovtar akdun oAoKANpoUéves Kot Tpéyovoes debvelg Tpoomdbeleg yio v
gvioyvon TV TPOKTIKOV Avolktig Emotiung ommv apyaioloyky] £pguva HESO OO €PELVNTIKG TPOYPALLLOTO KO
ovvaen diktva. Télog, cuvoyilovtal Ta GTOLXEWDON PIHaTE TOV ATOITOOVTOL TPOG Ll “AvolkTi ApyotoAoyio”.

Keywords: emiuéleia ynpioxov dedouévav, nokporpobsoun datipnon, oovoia opyaiodoyikmv dedouévwv, Avoikty
Emiotiun, Avouctyy Apyoioloyia

mA0ic10, ovoiyovtag To SPOUO TPOG L0, TTPOYIOTIKG,
Avoiktiy Apyaiodoyio Kol 6T YOPOL LLOGC.

1. Ewayoyn

H mapodoa epyocio emiyelpel va oxioypoeroel 1o
tomio g Avowtiic Emotiunc (Open Science) otnv 2.
ApyotoAoyio. KOTOypAQOVTAG TIG EYXOPLEG KOl TIG
deBveic eEelilerg. Apykd mpocdiopileTar ) yevikodTepn
onuacicc kot ot otdyor ¢ Avowkmig Emotriunc,
TEPLYPAPOVTUL Ol GYETIKEG EVPOTOIKES VTOOOUES KO
TOAMTIKEG TTOV TNV EVIOYDOLV, EVA YIVETOL OVOPOPE Kot
o1 GTOOWOKY EKKIVNON NG GYETIKNG cu{nTnong otnv
EAAGOa. Xt ocvvéyeln, cvvoyilovtar ot duvatdTNTE
ov avoiyel 1 Avowty Emotiun ommv opyotoroyikn
épevva, KoOMG Kol o1 1011tePOTNTEG TOV EAANVIKOV

Ti ngprhappaver n Avowriy Emotipn;

Eivar vyeyovog Ot dev vmdpyet évog  KoBoAud
OOOEKTOG KOl UEHOVAOUEVOG OPIOHOG TNG AVOIKTNG
Emomung. Ot Fecher kot Friesike (2013) daxpivovv
OPKETEG EMUEPOVG YPOLEG TTOL TEPIAAUPAVOVY £VVOLEG
omwg T Owedvel kot TN dbeciudTnTa  TOV
EPELVNTIKMOV VITOSOUDV, TN S1AYLOT| TOV EPEVVITIKAOV
SdKacIOV  6TO  €VPVTEPO  KOowd, TNV  ehevbepn
TPOGPOCILOTNTO GTO. EPEVVNTIKG AMOTEAECUATO, TN

: ) . ) SLUOPP®MOT EVOAALOKTIKOV TPOT®V LTOAOYIGHOD TOV
nopadetypatog. Ilapovsidlovior akoun evoelkTiKa

O1EBVI opyYalohOYIKG EPELVNTIKG £pYOl TTOVL EYOVV GTNV
atfévio.  toug v Avowrt) Emwomun kot
emonuaivovtal 0l TOPAYOVTIEG MOV  UTOPOLV Vol
TOMOOETNGOVY TNV €QOPUOYN]  TOV  OYXETIKAOV
mpooeyyicewv o€ €va  KOADTEPO  SLOHOPPOUEVO

EPEVVNTIKOD OVTIKTUTOV, KAOMOG KoL TN CLVEPYOTIKN 1|
minbonopiotikn Eépevva. Kobdg Oieg ol mapamdvo
Kkatevhvveelg eivatl akoUn Vo SUOPPMCT, EYEL TOAD
EVOL0QEPOV 1 TapakoAoVON o TG cu{nTNong AdY® TG
ONUOVTIKNG EMOPACNS TOL dVVOTAL VL £XEL CUVOALKE
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GTOVG TPOTOVS AGKNGNG TOV EMIGTNLOVIKOV £PYOV KOTA
tov 21° cudva.

Qo1d00, og éva mpmto eminedo, n Avowkt) Emotiun,
opifer o véo TWPOGEYYION OTNV  EMOTNLOVIKN
S10d1KaGio TPOKEWEVOD «...va KAVEL T0. TPWTIEDOVIO,
OTOTEAEOUATO,  TWV  ONUOCIOG  XPHUATOOOTOVUEVODV
EPEVVNTIKOV — OMOTEAECUATWV -  ONUOCLEVOELS — KOL
EPEVVNTIKG, OEOOUEVO, - ONIUOGIO. TPOCPACILO. TE WHPLOKH
HOPQON YWPIGC KAVEVAY 1 EAGYIOTOVS TEPLOPICUOVS...»
(OECD 2015:7). H Avowt Emotiun agopd cg 6Aovg
aveEapTiTmg TOVG EMGTNLOVIKOVG KAGOoVg
TEPLYPAPOVTOAS, OVLGLIOTIKA, TS OlodKacieg mov
KaBoTOUV TNV EMOTNUOVIKY] TOpOy®yn Kol T
AmOTEAESUATO TNG OvoyTd Kot TPooPaciua  Tpog
olovg. Kaiplag onpoociag eivar to ‘6hovg’, Kabmg
apopd TG00 GTO OKASNUAIKO OKPOOTNPL0 OGO Kol GTO
evputepo  Kkowd. Emmdéov, m Avowrty Emomun
OTOXEVEL  OTI]  GOVIEON  TOV  EMCTNUOVIKOV
QTOTEAECUATAOV LLE TO. dEOOUEVO KOl TIG dLadIKAGIES TOV
YPNOWOTOOVVTOL Yo, TNV TOPOY®YH  TOVG,
vroompifovtag v emaAnfegvon Kow TNV
AVOTOPAYOYILOTITA TOV EPEVVITIKAOV OTOTEAECLATMV
Kot mpodyovtag TN dwpdvewr G €pevvag. Avtd
emroyydvetar  pe 1 dwbeoyotnra  cuvOrmv
EPELVNTIKAOV  dedopévev  TOPOAANAO  pe 1O
dnuoclevpévo omoteAéopHOTO  HEC®  GYETIKOV
vanpeoidv  (0mewg to  amobethipla  dedopEvav) Kot
GAA®V GUVEPYOTIKOV VTOdOUmV OteEaymyng Epevvag
(6nwg ta Ewoviké Epyoactipur). Me v viobémon
TOV TPOKTIKOV Avowktig Ememung mpowbodvior 1
avtoAlayn GedOUEVOV KOl 1) EPEVVNTIKY GLVEPYAGia,
EVD 0 KaTd PAomn XPNHOTOSOTNG KOl TEMKOSC OmOdEKTNG
mg £€peuvag, OMAad To guPOTEPO KOWMVIKO GUVOAO,
propel va €xel TpOGPac, Vo ETOVAYPTCYLOTOMGCEL KoL
va en®@enBel omd v enévovon tov (PA. Abavaciov
et al. 2020:5-9, Geser 2019: 25-27)". Ev kotaxheidt, 1
Avowrt) Emotiun dievpbvel v dwo v épevva, ta
OTOTEAEGLOTO Ko TOoVG OmOdEKTEG mg,
UETACTPEPOVTAG TNV UEYPL TPOTIVOS ECOGTPEPELL TNG
o€ eEOTPEPELXL.

3. Avowkti] Emotiun: Evpomaiky mwolrtui
KU1 VTOO0pEG

H Evporaikn Emitpon éxet tomobetrioel v €vvoln
™mg Avoktig Emotiung oty Kopuen g TpEYOVGas
Kot peEAovTikng  egpevvnTikng  atlévtag. O
OVOULEVOLLEVOG OVTIKTUTOGC TOV OVOTYUATOG TNG EPELVAG

' duoikd dev Aeimovv kot pmvég Tov ToVIoVY OTL Ot AVOIKTEC
EPELVNTIKEG  TPOKTIKEG, OTav  gpapudlovior poévo ot
dnuootla Kot Oyl 6NV WBIOTIKE YPNUATOSOTOVUEVN £PELVA,
GUVOPAUOVY TEMKA otV avénon G OCLUUETPIOG TV
OXETIKOV TpakTikdV (1.y. Fernandez Pinto 2020).

elvar 0 peTacyNUATIONOC TG eMOTAUNG Tov odnyel
OTNV KOWVOTOU{O KOl GE YEVIKOTEPO KOWMVIKA OQEAT.
Extég amd TG OLOTACES KOt TIC TOMTIKEG Yo TO
Avoikta Aedouévo, (Open Data) (EE 2018) won v
emavaypnoiporoinoy (reuse) TV TANPOPOPIOV TOL
Anpooiov Topéo (EKB 2019), icwg n wo @Aod0én
npowtofovAia Yy TV evBdppuvon G  AVOIKTHG
Emomung eivar n avamtoén tov Evpwraikod Népovg
Avoixrng Emotiung (European Open Science Cloud —
EOSC)*. To EOSC sivor Gueca cuvdedspévo pe v
Evponraikn  (ymowkn) Ztpomnyikn Kot KOTéyet
onuavtiky 0éon oto mhaicio tov Horizon Europe’.
21606 Tov givar va vrootpiel TPAKTIKEG AVOIKTiG
Emomung mov mepiiapfdvoov v ehevBepn ypnon
KOl ETOVOYPNOCIUOTOINGCT €VOC EKTETAPEVOL €DPOVG
YNOKOV EPELVNTIKOV vrodopmv. To vépog £xet
MEPLYPAPEL  OG U0  TOVELPWTOIKY — OUOOTOVOLO,
vmodoumv dsdouévawvy (Jones & Abramatic 2019:14)
oV B0 TPOGPEPEL GE EPEVLVNTEG KOl ETOYYEALOTIEG
«Eva e1koviKo mepfiallov ue dwpeav mpooPacy, kKabwg
KOl QVOLYTES KOl EVIOIEG DINPECIES Yio. THY omobiikevoy,
™m ooyeipion, ™mv avaloon Ko ™mv
ETOVOYPNOILOTOINGY — EPEVVHTIKAV — OE00UEVV,  OF
oebvéc  kou  diemotnuoviko  emimedoy (Jones &
Abramatic 2019:7). Qotdéco, m emtvyic TOL OF
oyetiletal omAMg pe TN ONUOVPYIo Lo VITOSOUNS Y10,
™mv katdBeon kor d1dbeorn dedopévev, oAAG pe ™
YEVIKOTEPT OVOTTTUEN KOt KOAAMEPYELD LG EVPOTEPNG
vootpormiag oavialAayng dedopévov  petad TV
TOPAY®Y®V  €PELVNTIKOV  dgdopévev  mov  Ba
Tpo@odoTel TNV TAUTEOPUO Le TEPEXOLEVO Kot Ba
(emava)ypnoylomotel avtd Kot To epyaieio TG,

[pog avt) Vv katevbuvon, drapopeddnke 1 WBéa TV
Aikouwv 6edopévav, upiTepPa YVOOTAOV LE TO OyYAKO
axpdvopo FAIR (Findable / Accessible / Interoperable
/ Reusable). TIpokettatl yio. epeuvntikd 0e60UEVO, TOVL
glvor  evpéoua, mpoofdoiua, OloAerTovpYIKG  KOL
ETOVOYPHOIUOTOMGTIUO, OVTIKOOIOTOVTOG TN YEVIKN
évvol TV  Avoytadv  Agdopéveov  pe  pio O
GUYKEKPLUEVT Ko UETPTIOUN ot Baon
Srpoppopévov kprmpiov'. Xopic vo emektafodpe
OTIC WUTEPOTNTEG TOVG, ONUELMVOLHE OTL Ol OPYES
FAIR xaBopifovv «ovyrexpiuéves mpoimobéceis yia ta
ovyypovo. TEPIPOALOVTO. ONUOGIEVTNS JEOOUEVEWY, OGOV
aPOPa. TNV VIOGTHPICH TOGO THS [N ODTOUOTHS OG0 KOl
MG oVTOUOTOTOUEVNS  evamibeans, — elepedvnorg,
KOWVIG  YPHONS Kal — ETOVOYPHOIUOTOINCNS) — TOV
gpeuvnTikev dedopévav (Wilkinson et al. 2016). Avtég

2 https://eosc-portal.eu/.
3 https:/digital-strategy.ec.europa.eu/en/policies/open-

science-cloud.
4 https://www.go-fair.org/fair-principles/.
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ol apy£G AELTOLPYOLV MG 0dNYOG Y10 TOVG EKOOTES KO
Toug  empeAntés  dedopévov, Ponbdvtag tovg va
afoloynoovv, av ta Oedopéva tovg kabictovron
ovpupatd pe v Avowt Emomun. [lpopavdg, moArég
and avtég TG apyés Hmopel va glival apreTd TEXVIKEG,
AMOLTAOVTOG OPKETN TPOOTADEID GTNV EPAPUOYN TOVG.
Q¢ ex tovTOL, TOPA TNV TPEYOovoE CVENCN TV
dedopévav FAIR, Swkpivetor €AAewyn epapuoyns,
KATOVONoNG 1N OKOUN Kol YVAOONG OLTAV TOV OpYDV
peta&d Tov gpevvntdyv, vIoypappifoviog v avykn
v evnuépmon kat Kardption (PA. ko Geser 2019:27-
31).

4. Avowkti] Emotiun: To mopadserypo tng
EALadag

Méco 610 TAMIGIO aVTO KOl €0TIALOVTAG GTOV XMOPO
TOV avOPOTIGTIKOV ETIGTNUMY KOl TOV TOATIGHOD, O
nmpémel va  onueiwbei mog mn EAdda  éyxet
TPOYLOTOTOMoEL  Ppoata Yoo TV Tpomdbnon Ttov
apydv ¢ Avowktg Emotiung. Avtd PéPaio dev
onpaivel amopaitnTo OTL | OYETIKN TPOOS0G UmopEl va
YOPOKTNPLOTEL OMOAVTOG KOVOTOMTIKT. G opooNULa
mg ovlnong otov  YOpo TV  avOpOTIGTIKOV
EMOTNUAOV KOl TOV  TOAITIOHOL  UTOPovV  va
avagepboov 10 4° Agbvég Tovédplo pe titho “H
Avowxtyy  Ilpoofoon ora  Epevvyuire Asdouéva  wg
HoyAog ya v Avoiktp Emotiun”  (AOqva, 15-
16/1/2015) o1 n nuepido pe titho “Avowtyy Emiotiun:
Zntiuazo. ko Ilpoormuikés” (ABnva, 15/6/2017) mov
Sopyavodnkav and to EOvikdo Kévipo Texunpioong
(EKT) (EKT 2015, Mé&Aiwov et al. 2017). Ot dpdoelg
aVTEG OoLVEPNCOV TOPAAANAC HE TNV TPOOTADELL
Swpdpemong vmodoudv amobetnplov, ®¢ YNEKy
vanpeoia (Software As A Service — SAAS) and to
EKT xot v avdntoén tov ebvikdv cueompeutdv
TOMTIGTIKOD KOl EPEVVTIKOD YNOLOKOD TEPLEYOUEVOU,
SearchCulture xav OpenArchives avtictoya’. 210
maiclo g  ovvolkfg  Opdong  tov  EKT,
GUUTANPOONKOV pe TV €KOOOT GYETIKOV 0dNYDV Yo
TNV TEKUMPIOON  TNG  TOAITIOTIKNG  TANpogopiog
(Ayyekaxn 2014, Bactoyouppdxng & Mrdaptln 2015,
Ytafomoviog et al. 2013), oArd xor Pondntikdv
EPAPUOYAOV YO, TNV TPOTLTOMOINGCT] UETAGESOUEVAV,
610G to Semantics.gr’ (Georgiadis et al. 2016).

AxoAiovOnoav to cvumdco “Avoixty Emiotiun otov
eMnvio  epevvynikd 10t0: Epevvnuikés Aiadikooie,
Epevvyuxa  Aedouéva, 2vvepyaoies” (AbBMva, 29-
30/11/2018) mov ovvodevtnke omd N dinuepida
“Huépes  Avoiktne  Emotqung”  (Aqva,  21-

>https://www.searchculture.gr & https://www.openarchives.gr
6 https://www.semantics.gr/.

22/10/2021)". Ot oyetikéc dpaoelg mporypoTomomfnKoy
pe mpmtoPoviia tov Epguvntikov Kévipov AOnva oto
TAOIG10 TNG GUUUETOYNG TOL MG €BviKoD KOUPoL oTNV
gvponaiky vmodopy OpenAIRE®, cvvodevovtag
GUVTOVIGUEVT] TPoomdbelo. yloo Tn SOpOPPMOT LG
YEVIKOTEPNG GTPATNYIKNG Yo TV Avolkt] Emotiun, n
omoio. omoTVITOONKE ©TO0 «EOvike Xyédio yia v
Avowkty  Emotiun» (ABavaciov et al. 2020) o
ouvéPaie ot cvotoon otig 28/2/2022 g EAAnviknig
[potopoviicg y v Avowt) Emomiun (EIIAE) /
Hellenic Open Science Initiative (HOSI)’. Ztov x®bpo
™g Apyaroroyiog ewdwd a&ilet akoun vo onpeimdet n
dwdictvaxn ovvedpia tov EAAnvikod mapaptipotog
T00  opyaviopov  Epapuoyés  Ymoloyiotdhv - kou
Hoootikés MéBodor arnv Apyaioioyio. (CAA-GR) pe
titho “Open Digital Archaeological Content in the
Connected World: Curation and Stewardship”'°.

Onwg kot oto eEmtepkd, N ovlntnon otnv EAlGoa
glye @g agetnpio Vv avdykn yo ovoikty mpocPoon
OTIC OMUOCIEVLCELG Kol TNV emovopolopevn yxpilo
Broypapio (grey literature), ®otdco oTASIOKA
EMEKTAONKE TPOG OLVOAIKOTEPES Oepatikég vmd To
gupuTEPO Tpiopa g Avoktig Emotiung. Znpovticd
podo omnv e&EMEN avt) €monEav Kot Ol GUVOMKEG
KateVOOVOELS TOV — EPELVNTIKOV — TOMTIKAOV  TNG
Evponaikig ‘Evoong, mov mpodbncav ™ dwapdveln
Kot TV TPocPacttdTTa TV dE30UEVAOY TOL dNUOGIOV
topéa. Xtnv mpdoeotn £€kdoon g eyydplag Bifilov
00 Pgraxod petacynuotiouod'’, avaeépovion 1660 ot
oTOYOL OGO KOl Ol TPEYOVCESG KOl TPOYPUUUATICOUEVES

7 Ot TAPOVGIAGES KOl TO OMTIKOUKOVGTIKO VAKO amd Tig
exkdniooelg  elvar  dwbéowwa  oto  dadiktvo.  BA.
https://www.athenarc.gr/el/events/open-science-symposium

& https://www.athenarc.gr/el/events/imeres-anoiktis-

epistimis-stin-ellada avtictoya.
8 To OpenAIRE Aertovpyei VIOGTNPIKTIKG 6TV TPOGTEOEL

avantoéng tov EOSC péom g evbuypdppong ecrukdv kot
ebvikdv moltikdv evtdg g EE yio v Avowerp Emotmun,
oV GUVOVAOUO SBECIH®Y VTOJOUDY Kol TNV avAmTuén
véov, Kofdg Kol T Slevpuven G EKTOIdELONG Kot TNG
evaucOntomoinong ™G EMMVIKAG  aKoOMUOiKNG Kot
gpeLVNTIKNG kowvotntac. BA.  https://www.openaire.eu/ &

https:/www.openaire.eu/os-greece, 0oV TAPOLCLALETAL KOl
TO GVUVOAO TV dpAcemV Tov TpaypatomomOnkay poli pue to

AVTIGTOLYO TANPOPOPLAKD VALKO.
° https://www.hellenicopenscience.gr/

" H ovvedpio mpaypatomowifnke otg  21/4/2021
(https://gr.caa-international.org/2021/03/24/caa-gr-2021-

sessions-spring-edition/). Ot mapovcidoelg eivar Srabéoipeg
pécw tov diktvov CARARE (Connecting ARchaeology and

ARchitecture in Europeana) otv mhoteoppo Vimeo
(https://vimeo.com/user124611809).
U https://digitalstrategy.gov.gr/.
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Opdoelg avolktng OlokvPfEpynong yw to SlAoTNUo
2020-2025,  meprlappdvoviog — ovapoOpES  OTIG
GTOXEVCEIS TMV GYETIKMOV UE TOV TOMTIICUO Kot TNV
emotpovikn épevva vovpyeiov (YWA 2021).

5. Twri ypewaleton n Avowkty Emotipn oty
Apyoaroroyia;

Ye O1ebvég eminedo M €vvola ¢ Avoiktig Emetung
&yl yapaxtmplotel og pia amd TI¢ peydAes TPoKANGELG
MG  OPYOIOAOYIKNG TPOKTIKNG divovtag Wdiaitepn
éUpacn oTnV avolkt) TPOSPaon, To avVoIKTd dedopéva
Kot TG avowktég peBddovg (Marwick er al. 2017).
AMoote, oL apyololoykés emepfdoe, OmoS 1
avacka@n Oswpeitar 6Tl «KATAGTPEPOLVY 1 €0T®
KLETOVOLHVOLVY TO TPOTOYEVH OPYALOAOYIKE VAKE GE
gpevvnTikd tekpnpla (BA. Lucas 2001), evd oAeg ot
gpyacieg mov oyetiloviol e TV apyaloloyio Kot Ty
TOMTIOTIKT] KANPOVOULY EKTEAOVVTOL GTO OVOLO TOV
OMNUOGIOV  GLUUEPEPOVTOG. 6TOCO, 1 OPYOLOAOYIKY
épevva pEyptL onpepa TEPAOUPAVEL TTOAAG peHOVOUEVA.
obvora dedopévev (data silos) pe T popon
gpevvnTikav apyeiov, adnpocievtov ekbécewv 1
akadnpaik®oy — mpoidvtov (1 Aeyduevn  yrpila
Broypagpia) mov ocvyvd eivor ampoomélacta og
MPOCOTIKEG 1M KAEWOTEG  vmodopés  amodnkevong
(Huggett et al. 2018, Moore & Richards 2015). Ot
EPEVVNTIKEG OMLLOGIEVGELG, QKOUN Kal OTAV TEPLEYOVY
EKTETOUEVO, TTOPOPTALOTO WE TIVOKES, OYES0 KoL
POTOYPOPIES OV  TEKUNPUDVOUY TO  EPUNVELTIKO
OTOTEAECUO,  OMAVIOL  TWOPEYOLY  OVOAVLTIKA T
TPWTOYEVH GUVOLA OESOUEV@V TOVG, EVD CUYVE TOALEG
amd  Tg  dwdikooieg mov  eumAékoviol  OTNV
apyotoloywkn  epunveion  (wy.  OELYHOTOANTTIKES
peBodoroyieg) TekumpudVovVTaL pE  SLOQOPETIKOVG
Babpove avaivong Kot ETAEKTIKA.

Ta ynolokd cvvolo dedopuévav, mapd Ty av&avopev
YPNON TOVG MG VROGTNPIKTIKA oTOoKElD HiaG EPEVVOG,
etvar e€loov dvoevpeta. o Tpémel va SEVKPIVIOTEL
€0 TG Oev TPEMEL VO GLYYEOVUE TO. EPELVNTIKA
ovvoAa dedopévarv, pe TN onuocwo dobecipdTnTo
YNOLIKOV GVALOYOV (OTTG T.). 1| GLAAOYY ekBepdTOV
evog povceiov M To  opyelokd amdBepo  €vog
0pYavIGHOoD). AVaQEPOUACTE CUYKEKPLUEVO GE GUVOAQ
OE0OUEVOV TNG OPYOLOAOYIKNG EPEVVOG KOL YO TOV
TPOTO e TOV omoio pmopodv va givar Swbéoipo Kot
TEKUNPLOUEVO OC TPOG TNV TPOEAELGT] TOVG KOl TIG
emokOAovleg TPOMOTOMGES KOTA 1Tr OldpKeE NG
gpevvnTIKNG dwdkaciog. Kdatt tétolo cuvvemdyetot
TPOCOYN OTOV TPOMO WE TOV ONOI0 T OPYOLOAOYIK(
dedopéva ouykevipavovtolr €Sapyng, OpyovVmOVOVTOL,
petacynuotiCovior kot TeAMKG apyelobetovvtal, e
OKOTO T1 HOKPOTPOBecun Sl0TipNon TOvg Kol TNV

nepotépm dabeoiudtd Tovg (Beck & Neylon 2012,
Costa et al. 2014).

Yrdpyovv opketd TAEOVEKTAUATO OTHV  OVOLKTNH
Ouifeon  OpYOIOAOYIKAV  EPELVNTIKOV  GLAAOYDV
dedopévov.  Kotopydg, 7T0 Tpéyov  mepifdiiov
YNOLIKDOV EKSOCEDV EYEL VITEPKEPATEL TO, TAPUSOGIOKA,
gumodo ot cupmepiAnyn dedopévav kat vrootnpilel
TN CUUTANPOOT] TOV EPELVNTIKAOV OTOTEAECUATOV LE
To opyK@ cvvora dedopévav tovg (PA. Kansa 2012,
Moore & Richards 2015, Opitz 2018). Ot mpaktikég
ynmolakng dddoong emyelpovv HdAcTA Vo givol To
TPOGLTEG TPOKEEVOL TOL EPEVVITIKA OTOTEAEGLLOTO VAL
elvar  Kotavontd omd omolovonmote 0OfAel va ta
peketnogt kot vo o avofewpnost. H dabeocipdmra
TOV JEOOUEVMV QMOTPEMEL TH EMAVOANTTIKY) GLAAOYN
dedopévov Ko droyetedel ™m SwBéoyn
APNUOTOSOTNGT 6TV 0vVAALGT dEJOUEVAOV VT Yo TNV
ek véov ovAAoyn tovg. Kabdg n apyatoroykn épevva
e&aptdral 6A0 KoL TEPIGGOTEPO Amd YNPLOKE dESOUEVA
KOl VTOAOYIOTIKEG dladIKacieg oV glval emppeneis o€
aAlayéc, ta ampoomélacta dedopéva avEdvouy Tov
Kivdouvo amdAietac. O To amoTeAesUATIKOG TPOTOG Yo
va datnpel kaveic to dedopéva Tov glvar va T
YPNOOTOtEl, Vo KAveL yvooTy TV Vmopén kot
dwbeoyotntd  tovg, KobdG Kor  vo  evBapphvel
TEPOTEP® KO GAAOLG Vo TO. ypnotpomomoovyv. Ta
VILAPYOVTO GUVOAO, OEGOUEVMV Elval OTOVTIKO Va lvar
npocPholo kol vo €govv TN SLUVOTOTNTO  TNG
TOMOTANG  XPNong vy T  Olepedvnon VeV
EPELVNTIKOV EMUTIPENOVTAG TNV
a&lomoinon TPoNyoVUEVOV ETEVOVCEDY GE EPYOTIa KoL
nopovg. Tavtdypova, evioyvovior kot ot pébodot
enekepyoociog Meydlwv Adedouévov (Big Data) mov
Booifovtatl oe onpovTikd Babud 6T GLYKEVIPOOT Kot

EPOTNUATOV,

TNV aVOIKT O100ECIUOTNTO EKTETAUEVOV EPEVVNTIKOV
TAnpogoplakdv cvvormv (Gattiglia 2015, BA. kot
Geser 2019:75-76, 119-120).

6. AvoikTi] emoTiun Kot Apyororoyio oty EALGoa

Eotidlovtag teAikd otov Yhpo NG apyotoroyiag, o€
po TpdGEATH EMOCKOTNOT TV TPEYOVCDV TPUKTIKMOV
daeiplong epeuvNTIKOV dedOUEVOVY GTNV ApyotoAoyio
omv EALGd0o, cvveldntomomcape OpKETQ TPAYLOTA
nmov oyetiCovton pe avtv ) ovinmon (Tsiafaki &
Katsianis 2021). Apywd, mpénet vo otabodue otnv
TOPOTNPOVUEVT] EMUPLAAKTIKOTNTO TOV APYOLOAGY®V-
EPELVNTAOV VA VIOOBETHGOVV TPOCEYYIGEIG TNG AVOIKTNG
Emomung, Adym tov kivddvev mov oyetilovrol yio
TopadELy L, PE TNV KAOT 6edopévav N T dapavelo
TOOVOV EPEVVNTIKOV COOAUATOV. YTAPYOLV €MIONG
avnovyieg Yyl TV TPOCTOCIO 1TNG TOMTICTIKNG
KAinpovoptdg kot {ntpoto mov  a@opodv  oTNV
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TpooTocio TV TPOCOTIKAOV TVELLOTIKOV
SIKOMOUATOV, EVO GUYKEKPUYEVOL TEPLOPIGHOL TOV
VOIGTALEVOV OPYOLOAOYIKOD VOOV Guyva AgtTovpyohv
QOTPENTIKA O TPOG TO GVOLYHO TNG £PEVLVOG KL TOV
SOLOPACHOD  apyaoloyik@V  tekumpiov  (PA.
KavehhomovAov-Mnotn et al. 2013, Ilavtog 2013,
Tsiavos 2020).

Ewdwa oty EALGSa gaivetar 6Tt ot mapdyovieg avtol
emTElvOvTOl amd U0 EOPOIOUEVT] VOOTPOTIO, EVAVTILL
omv avowkty Owdfeon  Tov  dedopévav TG
apyaoroykng épevvog (PA. won Sitara & Vouligea
2014). Avt n vootporio. ®GTOCO, PAIVETOL TG EXEL
apyioet va aAAalel kol pmopei vo evioyvbetl mpog v
KateLOLVGT OVTH LE TNV ELCAYOYT VEOV TOALTIKMV TOV
evBappovouv kot vrootnpioov T dwrnpmon
YNOK®OV 6edopévav Kot Ty avolkt) diadoon. IIpog
0 7wapdv, Oev  VTAPYOLV  TPOSIAYEYPOLUEVEG
KkatevBuvTipleg Ypappég yuo ) Swyeipion dedopévav
AVOIKTNG TPOGPao™NS, OMWG 6€ GAAEG YDPES, EVD Ol
Popeig xpnuratodotnons cvvnBwg dev arattobv Zyédia
ioyeipions Aedouévwv (Data Management Plans -
DMP). Axépo xt av vmipyov pubuiotikd kivitpo,
®GCTOCO, OV VIAPYEL EMOPKNG TEYVOYVOSIH OTO TNV
TAELPA TOV EPELVNTAOV Y. VO OKOAOVONGOLV o
AVOIKT EMGTNHOVIKTY Tpocéyyion. Ta dedopéva FAIR
6€ OmoLdNmOoTE €Minedo (MPocOTIKO 1 Oecpikod)
amotovV ynoelokés 6e£10tTTeg Kol eKmaidgvon, Kabmg
Kot OLEMOTNUOVIKT] cuvepyooia ylo. TNV vhomoinon
tovg. E&loov onpoavtikd poro, €xel Taifel Kot 1 oeTIKn
kaBvotépnon oty avartuén VIodoUdV oo KeVoTg
N aKoUN Kot ot SpdpPoT SLudKAcIOV SOUNUEVNG
evandBeong. Ohot avtoi o1 mapdyovieg cuppdirovy og
aVTO OV TTEPLYPAWOLE OG EVOL TOTIO KATOKEPUOTIOUOD,
OTOV TPOKELTOL Yo TPOKTIKEG dayeiplong dedopuévav
OV OMOTEAOVV KaTé pio Evvola Tn poyoKOKOALL LG
Avowtig Emotiung otov ydpo g Apyoatoroyiog.

Méoo oe avtd T0 TOTO, OGOV OPOPE OTIC VITOSOUEG
arofepiov, o 7wPdOCEOT TPOCoHNKN eivor 1
Elnvikn Yrnpeoio Aedouévov M ahawg HELIX. H
avantuén TOL TPOYUATOMOLEITOL OTO TAGIGLO TOL
OpenAIRE ond 10 Epgovntikd Kévipo Abnva kat to
EAYTE (EBviko Aiktvo Ymodopmv Teyvoloyiog kot
‘Epevvag) pe otdyo v mapoyr] HioG yneluokng
VIOdOUNG VEPOVLG Yt TNV opwOvVTIOL  EPELVNTIKN
VROGTAPIEN, TOV TEPIAAUPAVEL ETEKTACUUEG YNPLOKES
vanpecieg Yo TN JSoyeipon Kol 1O  SLOUOPOCUO
EMOTNUOVIKOV ONUOCIEVCEDY, GUVOAWV OEOOUEVOV
Kot ewovikdv epyootnpiov'?. Méco oe avt ™V
vnodoun evtaocoetor t0o  HARDMIN, 10 €bvikd
KaTAOETPLO EPEVVITIKAOV SEOUEVAOV TTOV avoTTOHYONKE

12 https://hellenicdataservice.gr/

oe ovvepyooia pe tov  Xdvdeouo  Elinvikwv
Axadnuoixov BifiioOnkov (XEAB) (Pispiringas et al.
2019). To HARDMIN onregvBbdverar kvpiog otnv
KOO ULOTKT] KOWOTNTA, ®GTOCO dVVATHL VO ATOTEAECEL
Hio AEITOVPYIKT] ADGT) GUVOMKG Yo TO, OPYOLOAOYIKA
EPEVVNTIKA OEOOUEVO TTOV TAPAYOVTOL OO KPOTIKOVG
EPELVNTIKOVG (QOPELG, KABMG Kol GAAOVG WMTIKOVS 1)
Un  KEPOOOKOTIKOVG  OPYOVIGHOVG  TOAMTIOTIKNG
Kinpovopidg (Ew. 1). Katd pio évvola, Aowwdv, 10
TPOPANUE TG EAAEWNG  KOTAAANA®V  VTodoudV
amobnkevong odedopévov  @aivetar otadakd  vo
EemepvigTat.

Paliambela Kolindros Survey Archive

=

Ewévo 1 Zvlhoyh apyotoloyikdv Sedopévav oty
mhateoppo.  HARDMIN  oand 10  0apyotoroykd
npoypappe Holoprélov Kolvdpo.

7. Avoikt] gmotiun Kot owedveig mpoonadereg oto
XOPO TNG APYaL0L0YiaG

[oAAG amd To TpOPA LT TTOV EMOTLAVONKAY YO TNV
EALGS0 avadewvdovtal Kot 6To gupomaikd mAaiolo,
KaBog kabe ydpa £xel TN O1KN TNG CTPATIYIKY Yo TNV
emitevén tov otoYov TG Avowtng Emomung.
Qotdc0, mapatnpodpe OtL NON LRAPYXOLV  TOAAG
SIEMOTNUOVIKA 1) Ogpatikd amobetipla, EVM GTLOVTIKT
mpoomdbelon €xer MO katoPindel ommv ovdmTuén
KATELOLVTAPIOV  YPOUUDY KOl TOMTIK®V Yo TNV
Avowt Emotiun omv  Apyoworoyio (BA. Ko
Fernandez Cacho 2021). Ta teAevtaio ypdvia Exovv
dtevpuvlel ot emhoyéc yio SIKTO®ON, LE OKOTO TNV
QOKTNOT KOl OVTOAAOYT GYETIKNG EUTELPIOG HECH TNG
€vepyoiG GUUUETOYNG N TNG OTANG EVNUEP®ONG Y10 TOL
amoteAéopaTo omd apketd Owebvn épya. e ovtd TO
mlaiclo katafdAletal Waitepn Tpoondbeto, doTE Vo
yivoov @0  Ol0AEITOVPYIKEG Ol OLOPOPETIKES
mpooeyyioels v 1N dwoyeipton dedopévaov kol vo
evtoyBobv  dedopéva  amd  SPOPETIKOVS  YDPOLG
amobnkevong oe peydiec diebveic vrodopés. Térog, M
gvooOnTonoinon Kot 1 ekmaidevon Yo TV AVOIKTH
Emomun opyiler va kepdiler v mpocoyn, Ommg
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VIOOMAMVOVY Ol OTOYOL  UEYOA®V  ELPOTAIKMV
APNULATOSOTOVLEVOV EPY®V, OO TO OTTOL0L AVAPEPOVTOL
EVOEIKTIKA TOL TALPAKAT®:

To épyo PARTHENOS (2015-2019) &iye g otd)0 TV
evioyvon g ouvvoyng g épevvog otnv Pnoewokn
Kinpovopud, EVOOUOTMOVOVTOG EMUEPOVG
TPOTOPOVAIES KOl PEPVOVTOC GE EMAPT EMAYYEAUATIEG
omd  ovvagelc  topeic”.  Emkevipdbnke  otov
kaBopopd Kot TV VIooTHPIEN KOWdV AVCE®V Kol
KOW®V  TPOTUT®V GE  YNOWKEG  EMLOTIHOVIKES
TPOKTIKEG OTOV TOUEN TNG TOMTIGTIKNG KATPOVOLLAGC,
KaOMOG KOl OTNV EVAPUOVION TV CGYETIKAOV TOMTIKOV
kot v epappoyn tovg (Uiterwaal ef al. 2021). Meta&o
TOV TAPASOTEGV TOL €pyov, mepliapupdvovior éva
TPOTLTO oY£010 duoxeipiong OPYOLOAOYIKAV
gpevvnTikdv dedopévov (Giorgio & Ronzino 2018),
KaO®OG Kot KatevhLVINPLEG YPOUUES YIoL TNV EPAPUOYT
TV apydv dedopévav FAIR. To oyetikd éyypago £xet
HeTAPPACTEL 68 TOAEG YADOOoEG Kot dtatifetan kat ota
eanvikcd (PARTHENOS et al. 2019).

Atyo mpwv v mavonuio Sapopedbnke  debvég
gpevvnTIKo dikTvo pE T0 aKkpdvopo SEADDA (2019-
2023), égovtag o¢ otdyo ™ “didowon s Evpwmaikng
Apyaioloyioc o6 tov  Wngioxé  Meoaiova .
Ovolotikd 610 TAQICI0  TOL  TPOYPAUUOTOG
enmyepeitan n dnpovpyios Vg GLUVIEGHOL EPELVITAOV
oV emyEPovV  va  KoTayplyovuv TNV TpEYOLGO
KatdoToon oyung oe OAn v Evponn og mpog Tig
TPOKTIKEG OLOYEIPIONG APYALOAOYIKOV OESOUEVQVY, VO,
YOPTOYPAPTCOVY VIAPYOVOES VITOGOUES KOl OTOLTOELS
ynokng  apyeofétmong Kot va  Tpombhicovv
TPOTAGELS YO TOV UETPLOCUO TV TPOPANUAT®OV TOL
MPOKVTTOLV  amd TNV EAAEYT  TPOJAYPAPOV
TEKUNPIOONG YNOKAOV deS0UEVOV KOl GTPATNYIKOV
dwnpnong, Héoa omd PEATIOTEG MPOKTIKEG Yo, TN
Biooydotnta TOV cUVOA®V SESOUEVOVY aPYOLOAOYIKNG
épevvac. H 18éa dev mepropiletor oto Oéua g
Statnpnong, oAAd e&etdlel TIg avAyKeG TOL TPEYOVTOG
neplpdAloviog g Avowktig Emomung xot tov
dedopévov FAIR. Xto mhoiclo TV £pyocidv Tov
OktHov, dNpoclEdTNKE €01KO TEDYOG OTO TEPLOOIKO
Internet Archaeology pe 0épo t yoptoypdenon g
TPEYOVCOG  KOTAOTAONG ®C WPOG TNV EMUEAELN
apYOOAOYIKOV Oedopévav avh ydpo oe  dlebvég

3 Pooling Activities, Resources and Tools for Heritage E-
research Networking, Optimization and Synergies — Horizon
2020 PARTHENOS (GA654119). https://www.parthenos-
project.eu.

' Saving European Archaeology from the Digital Dark Age —
COST Action SEADDA (CA18128). https://www.seadda.eu/.

eninedo (Richards er al. 2021, PA. wou Tsiafaki &
Katsianis 2021 yio nv EAAGSQ).

‘Exovtag cuvagn 61éxevon, 10 evponaikd TpoOypoLiLe

ARIADNEplus"  (2019-2022)  mpoonédnoe  va
OLVOVAGCEL TEPIEYOUEVO OO TOAAATAGL OPYOLOAOYIKA
amofethpla kol eumelpio amd EmMOYYEALOTIEG TOV
YDOPOV, TPOKEWEVOL VO, gLOVYPOUUICEL TIC TOAMTIKEG
EMUEAELONG YNQLOKADV  OPYOLOAOYIKOV OEO0UEVMDV GE
debvég emimedo (Niccolucei & Richard 2019). To
TPOYPOUID  OTOTELESE O1A00X0 TOVL TPOYPAULOTOS
ARIADNE mov éhafe ydpo petatd 2013-2017. H
TPOGEYYION GLVOEETOL LE TN OTAOIKY OVATTUEN LG
VROJOUNG (ETA-0VALATNONG Y10 GOVOAN SESOUEVOV TOV
&yovv mapayBel oe maykOGUIA YE@YPAPIKT KAIpoKa [e
mowiAo eminedo avilvong, TeKunpioong, epPéietag
KOl ONUOGIOAOYIKNG  SLOAELTOVPYIKOTNTOG. H
kowomnpo&io cvumepiérafe 41 etaipovg amd 23 ympeg
kot 4 Owebveic opyaviopovg ouvvtoviovrag TNV
TPOGTAOELD. EVOTOINGTG KOl OLLOYEVOTOINOTG OE Eviaia
YNOKN  VITodop v TV d00  EKOTORHLPIOV
YNOLIKOV opYololoyikdv dedopévav Kabe eidovg (amd
O€00LEVO OVOOKAPDV KOL ETLPAVEIAKDV EPEVVAV, EMG
ebvicd  opyele  pvnueiov 1 amotehéoparta
EMOTNUOVIK®V avaAvoemv). Metd 10 mépag 1Tng
TEPLOSOV YPNUATOdOTNOG 1| Kowonpa&io {dpvoe T un
KepdooKomIKy epsvvnTichy vrodou; ARTADNE RI' pe
o10y0 ™ PrwocdtTa Tov eviaiov peta-amodetnpiov
¢ moAng ARIADNE, cg cuvdvacuod pe ) dotpnon
OAAG KO TNV TEPOITEPM EMEKTACT TNG OPYALOAOYIKNG
KowoTtnTag Tov dNpovpyndnke ot Sidpkela TV 600
npoypappdrev (2013-2022).

H noAn ARIADNE Aettovpyel og mhatooppa didbeong
YNOLIKDV 0pYOtoA0YIK®V dedopévav and v Evpomn
Kot Oyt povo. H moAn avalimong ypnowomnotel v
VTOKEIHEV KOIVY] OMUOGIOAOYIKY YXOPTOYPAPNON OF
EMINES0 GLALOYNG TOV ETUEPOVS YNPLOUKDV TOPMV KOl
nepllapPavel epyadeio yo TNV GLVIVLOOTIKY TOVG
avalnmon Kol To QIAMTPAPICHO TOV OTOTEAECUATOV
(Ew. 2). To mepieydpevo Kot to gpyodelo g
mAaTeoppag dvvavtar vo dtacvvdebovv pe 1o EOSC
EMTPEMOVTOG TN OfecudTTA TOVG HECH Kot NG
VTOJOUNG TOV TEAEVTAIOV.

'S Advanced Research Infrastructure for Archaeological
Dataset Networking in FEurope plus — Horizon 2020
ARIADNE+ (GAS823914). https:/ariadne-infrastructure.eu/.
H oyetun woAn avalimong dedopévav givar tpoosPaciun
ot dtevbvvon https://portal.ariadne-infrastructure.eu/.

!¢ ARIADNE Research Infrastructure AISBL.
https://www.ariadne-research-infrastructure.eu/.
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Corn-Drying Kilns in Wales: A Review of the Evidence - Article and Gazetteer

Ewova 2 Avalimon omyv moAn tov ARIADNEDplus ( otig 27/01/2022) pe tov 6po “neolithic burial” ko
YPNOOTOIDVTOG YPOVOAOYIKO oidtpo (5000-3000 7.X.). Epeavitovtor 91949 amotedéopata, to omoia
mapatievtol og Alota kot gpeovifoviol ™G TPOg TN XWPO-YPOVIKN] TOVG GLYKEVIP®GOT] OTO GUVOIEVLTIKA

mapdupa.

Y10 TAaicto tov 1dov Tpoypdppatog SeEnybn Epsvva
YW TG OVOYKEC TNG OPYOLOAOYIKNG ETLOTNHOVIKNAG
Kowottag eotiafovtog — Hetasd GAA®V — 0To TPEYOV
eninedo vioBEnong g Avolktig Emotung kot otig
avtiotoyeg avaykeg katdptiong (Geser 2019). Ocov
agopd ota  eumddlr @G TPog TNV Kotabeom
EpELVNTIK®OV dedopévav ae ynotoka amobethpia (Ew.
3), xpinkov ¢ Wwitepo onupoviikd: 1 EAAsyM
EMAYYEALOTIKNG OVOYVDPLONG KOl OVTAUOPHS G TPOG
TNV avoIKTy 0140e0m TV dedOUEVOV LG £PEVVOG, TO
mBavad ot TVELPOTIKNG 1010KTNOoIl0G el NG
mapayopevng TAnpogopiag, kobdg kol 1 exévovon oe
€PYOCI0L TOV OMOLTEL 1 TPOCOPHOYN TOV OESOUEVOV
oouQOVe e  TO  TPOTLTOL omofetnpiwv.
AxoAovBolv o1 gllelyelg og mpog v emPoAn TNg
GYETIKNG VTOYPEMONG OO TOVG POPEIG EPEVVNTIKNG
APNUOTOOOTNONG M/KOL TNV ApPYOl0A0YIK) Vopobeoio,
kB Kol ot meplopiopol ot drubéoipeg LTOSOUEG
katafetpiov kot to oxetikd k6ot (Geser 2019: 65-
68, 73-74). Oleg Ol EMONUAVOELG OVOUIEIKVOOLY TNV
avaykn yo. poOLOT TOV EPELVNTIKOV LTOOOUMY KOl
cuvnkdv deEoywyng €peLVNTIKOD £pyov TOCO G

TV

TPOG TIG VIOYPEDCELS TOV EPELVYNTMV OGO Kol G TPOG
TG AVAYKES YPNUOTOSOTIKNG KAADYNG TOV CYETIKOV
VILOYPEDCEMV.

Amd TV GAAN OMUOVTIKEG €ivol Kol Ol OvAyKeg
katdptiong (Ew. 4), yuo t1g omoieg 1 idwo Eépevva £de1ée
ot Tpénet vo. dobel Wiaitepn Eupaon o€ o cepd amd
Oepatikég, Onmg: M evnuépwon katl 1 kabodnynon yo
™mv  epapuoyn Ttov apydv odsdopévav FAIR, 1
emeENynon g pong epyoucidv Katdbeong dedopuévay,
N avamTvén oYeTIKOV OeEI0TATOV Yoo TNV ovaAvon
EMOTNUOVIK®V  Oedopévav, 1 Swpdpemorn Kot
viomoinon Xyediov Awyeipiong  Asgdopévov, n
avantoén kot vrooTHPlEN  VITOSOUMV  SlEiploNng
dedopévoy, kabmg Kol 1 ekmaidevon ®g TPog TNV
EPOPHLOYN TPOTVTMOV HETASESOUEVOV, OpOrOYiOG Kol
onpactoroyiog (Geser 2019:120-122). Eivon yeyovog
otL n evBdppovvon g Avowktig Emiotiung amoitel
ekloov onuavtikn emévdvon TOG0 G€ VTOOGOUEG Kot
OYETIKEG YpNLOTOdOTIKEG TTpoPAéyelg 0G0 KOl OTNV
EKTOUOEVOT) TOV VEDV EPEVVITAV GTO GYETIKA YN QLOKA
ePYOAEiD KOL TIG POEC YNOLOKNG ETUEAELNG.
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‘EMNeIyn Zntipara EmimAéov EMeiyn ‘EMeiyn ‘ENeIyn Koorog
ETMAYYEAPATIKAG  TIVEUPATIKAG epyacia empBoAng KaTtaAAnAwv empBoAng Karabeong
avayvwpiong & 1510KTNOiag opyavwong OXETIKNG utroSopwy o€ OXETIKNG Sedopévwy
avTapoIpng wg (m.x. o€ Sedopévwy uTroXpéwang €BVIKO I S1EBVEG UTTOXPEWONG  YIA HAKPO-

mpog TNV EPEUVNTIKES Kal pera- amo Yopeig emimedo amo mpoBeapn
avoikti iaBeon  ouvepyaaieg) Sedopévwy EPEUVNTIKNG Apxaiohoyikny  diatipnon

Sedopévwv otV Xpnua- vopoleaia Kai 51aBeon
amairoipevy  T050TNONG
Hopen

Ewéva. 3 Iepdpymon eunodiov og mpog v KatdBeon epeuvnTiK®V dedoUéVeV 68 Yneakd amofetiplo e
Baon T1g amoavInoelg «moAd» 1 «apketd» onpavtikd [398 anaviioelg eni cuvorov 415]. [Ipocappocuévo ota
eMnvicd and Geser 2020

62.8% 60.7% Q 58.8% @ 55.8% 48.5%

Egappoyn Karabeon Avarrruén Aiayeipion Alaxeipion Zuykpotnon  Alapoppwon Xpnon
Apxwv EPEUVITIKWV IKaVOTHTWY Sedopévwv umrodopng  peradedopévwv & uhotroinan  Ae§ihoyiwv
Avoiktwv/FAIR  dedopévwy ot avahvong peyaAwv atroBernpiov yia Ixediov ylamv
Sedopévwy utrodopég EpEUVITIKGY  IPXAIOAOYIKWY apxalohoyikv apxaloloyikég — Alaxeipiong  Trepiypag
armoBernpiov Sebopévwy  TTPoypapparwy - dedopévwv ouMhoyéig AebSopéivwy  gulhoywv
Sedopévwv Sedopévwv

Ewévo 4 Awadikocieg yio Tig omoieg 1 mpoktiky e&doknon Kot eknaidevon o Nrav «mohd Pondntikécy [328
amavtioelg eni cuvorov 330]. Ilpocapuocpévo ota EAAnvika and Geser 2020.
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Recent changes COPTR helps practitioners find tools needed for long term digital preservation# tasks. It describes 594
- : tools and 26 workflows.
ind tools
Tools gnd « Find a digital preservation tool using the Tools Grid (or by stage, function, content type o file
By Ifecycle stage format). Or watch this video to learn mored?.
By function « View digital preservation workflows

By content type

* Add a tool, or find out more about how you can get involved
By file format
* Add a workflow _

All tools
« About COPTR, including how to Contact Us, how COPTR is structured and how to access COPTR
Heb data via the API.
About COPTR : . " >
NEW FOR JULY 2021: COPTR has been re-launched with new functionality. Find out all about it in this video presentation®.
Video gudes 1o using
COPTR
Mediawiki help COPTR Partners
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COPTR was created and launched with the support of the Aligning National Approaches to Digital Preservation initiative and has been pop and mail by
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of the COPTR partner organisations:
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Page information

Ewéva 5 H oglida g kowotntag COPTR.

17 O potoypogieg 2 & 3 omotehody emelepyacpéves EKBOXEC TV YPOPIKGOY TOL TEPLOPEVOVTAL GTO KeiIEVO TG chvoyng Tmv
PBaoudv evpnudTev g Epevvag, dabéoio ot oehida https://ariadne-infrastructure.eu/key-results-of-the-community-needs-survey/
(Hwvia npdcPacng 28/01/2022).
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I[TAnpo@oplakd VAIKO Yio TNV KAADYT TOAADY aVoyKOV
oe ekmaidevon eivar 1O dwbécio 6To TAMIGLO TOV
TPoaVaPEPOEVTOV Epyov Kat dAmv TpoTofoviimv',
[MoAAG amoBetipla mapéyovv KatevBuvinpleg Ypappég
GYETIKO LE TOV TPOTO TPOETOAGING TV OESOUEVOV
v katdbeon odpemve pe Tg opyés FAIR, svd
OYETIKEG TTPOPAEYELG EYOVV OPYICEL VO EVODOHOTMOVOVTOL
Kol Omtd OMUAVTIKOVG QOPElG xpnuratoddtnons (m.y.
ERC 2021). EmumAéov, dwtiBevtal culhoyég epyoleinv
vy 1t Sotipnon OedoUEVEOV KOl TNV OVOLKTY|
EMOTNLOVIKN TPOKTIKN, KOTh mpoTiunon
APNOOTOIDVTOS epyarein avorytod Kmdwka. Eva
TPOCPATO  TAPASEYHO OLVICTO 1 GUUUETOYIKN
mroteoppo. COPTR, (Ew. 5) mov cuvietd éva unTpmdo
EPYOAEI®V YNPLOKNG EMUEAELOG TO OTTOI0 OVIKEL GTNV
EPELVNTIKY KOWOTNTO, TPAYUE Tov onupaivel Ot o1
gpyarelodnkeg mov mEPIAAUPAVOVTOL CVOTTOGGOVTOL
Kot SloTnpobvTal amd TNV EPELVNTIKT KOWOTNTO 7TOV
115 ypnoyonotei (COPTR contributors 2021).

8. IIpog pia Avowkti| Apyororoyio otnv EALdda

'Hon and to 2012 1 évvola g Avoiktig Apyoioloyiog
(Open Archaeology) ékave v guedvion] g
TEPLOUPAVOVTOC OPKETEG OKOUN EMITALOV EKQPAVGELS
mov oyetifovior  pe  TOV  EKONUOKPATIOMO  TNG
OPYOOAOYIKNG YVMOONG KOl TN GULUUETOYN TOL KOOV
(Aspock 2019, Beck & Neylon 2012, Lake 2012). Zto
napdv apbpo emkevipwbnikaue otig oxéoelg petad
OPYOOAOYIKNG  TWPOKTIKNG KOU  YNOUIKAOV  podV
EPYACLDV, TANPOPOPLOKOD amofépatog Ko
EPELVNTIKOD ATOTEAEGLOTOG, Yuvoyilovtag,
ONUELDOVOVTOL KOTOLEG TPOKATAPKTIKES OKEYELC.

Yvvolkd, Ommg £€xet  onuewwbel  omd  TOAAOVG
EPELVNTEG, 1] VIOBETNON TOV TPOKTIKAOV TNG AVOIKTAG
Emomung omoauel  ovvtoviopévn  mpoomdfein o€
TOMOTAG, enineda, amd Tov {010 TOV €PELVNTN G TO
eupitepo  TAaiolo  Asrtovpyiog MG EPELVNTIKNG

8 Bléme  https:/portal.ariadne-infrastructure.cu/services

omov  mepthappavoviar  TpdTLTO  SopOpPwoNs  Xyediov
Awyeiptong Aedopévav, KatevBLVTAPLEG YPOUUEG Yol TN
Swayeiplon  Oedopévov  omd  OpPYULOAOYIKG  TPOYPAULLATA,
odnyieg v v geoppoyn tov apydv FAIR, kabog kot
vnpecieg mov avamTOdyOnKov HE TN HOPPN|  EKOVIKMOV
gpyaopiov 1N HEHOVOUEVOV — EQAPUOYDV  ylo. TNV
enelepyaoio, opoyevomoinon, O LLAGIOAOYIKY
XOPTOYPAPNOT, OaVAALOT KOl OMUOGIELON  OPYULOAOYIKOV
dedopévaov. Emiong, apketég mAnpogopieg yo tov mAnpn
KOKAO ®NG TG aPYOLOAOYIKNG TANPOPOPIOG TPOGPEPEL KOL T
ovoveE®UEVN €KOOCT TV 0dNYMV KOANG TPOKTIKAG TOV
Archaeological Data Service (ADS), ot omoiot &ivou
npocPdcipor oto https://archacologydataservice.ac.uk/help-
guidance/guides-to-good-practice/.

dwdwcoociog. Xe mpmdto emimedo, eivor ovaykoio 1
aAloyr] VOOTPOTiOG 7OV OTEPEL TNV  EMIGTNUOVIKY|
KOWwOTNTA OO TOAVTIHO JESOUEVA AOYM OVIIGLYLDV Yl
mlavn KakdBovAn ypnomn tovg 1 mapdienyn avaopd,
KaO®OG Kol oTeEVA 1O10TEAY KIVITPO. Y0 GLOCMOPELST
dedopévov.

Ocpehaxn kpivetoar M onuocio ™ Béomong evog
KEVIPIKOD TANIGIOL KOl YeEVIKOV  katevBuvinpiov
YPOUU®Y TTov Bo akoAovBolvTal 6TV KATAPTIoN €VOG
Yyedlov Awayeipiong Agdopévov (DMP) katd v
évapén evog epevvntikod épyov. Avtd Bempeiton
avoyKoio TPOKEWWEVOL VO YIVOUV  KOTOVONTEG Ol
TOAVEG AMALTOES O VTOJOWES YNPLOKDV OEdOUEVOV
Kot vo €£opBoAOYIoTEL M YNOOKY PON TOPAYWYNG
dedopéVOY, OCTE VO OTOQEDYOVTOL  (PUIVOLEVA
oLUPOPNONG, TOGO KATA TNV Tapay®Yr] OG0 Kol KoTd
TNV TEMKN Ao KEVCT| TOV TAPAYOUEVOV OESOUEVOV
(B\. Strupler & Wilkinson 2017). Ag unv &gyvapue 6t
TOMAEC YNOLKEG pebodoroyieg (.. 3A
ootoypappetpio) mepAapnPavovy TOAAG evdldpeca
ot eneepyaciog pe eMUEPOVG TPOTOVTO, TO. OTOiM
oLUVIOTOOV  KOMUATIO MG WNQWKNAG  0Avcidag
TOPAY®YNG KOl TPEMEL VO GLVOOEVOLV TO TEAIKO
poidv, TpokeWEVoL va  givor Svvar 1 mbovy
peldovTiky] emavenebepyacio TOVG HE SLOPOPETIKEG
pebodovg (BA. kar Katoidvng 2013).

I[épa omd T mpoPAEYeEl; KOl TO  GLOTHUOTO
ac@drelog, dwoyeipiong kot diabeong dedopévmv kabe
0pYaVICUOV, VTAPYOoVY TPOcheTeg emAOYEC Yoo TNV
amobnkevorn, dwtypnon Kot ovowkt)  Oudfeom
dedopévov, 1060 6T0 TANICL0 TPOSPACILMV VANPECLDV
amoBetnpiov (m.y. GitHub) 660 kot oyetikdv diebvov
apyoorloyikdv vmodopdv (my. ADS, tDAR). Ze
TPOGPATY £PEVVO YO TIC OTPATNYIKEG Olayeiptong
SedOUEVOV KOL TNV TOPOVGH KATAGTAGT MG TPOG TN
Aertovpyio. YNEOKOV apyotoroylkov amobetnpiov ot
Geser et al. (2022) onuEOVOVY  GNUOVTIKEG
SPOPOTOMNCELS MG TPOG TIG TPOKTIKEG Oloyeipiong
dedopévey KOl TG VOQIOTAUEVEG — VLANPECIES
apyaoloyikav amobetnpiov ce Oebvég eminedo. Ze
KG0e nepintoon, ®G6TO00, dwaxpiveton n
OULVELOINTONONGT  amd  ONUOVIIKO TOGO0TO  TMV
EMAYYEALATIOV TNG TOAITIOTIKNG KANPOVOULAG TNG
avaykng ywo Pertioon tov vTodop®my Kat Yo pvduioT
TOV OYETIKOV TEPPAMAOVTOG NG EMUEAEING TOV
YNOWKAOV  apyaloAoykav dedopévav. H mpdopotn
avamtoén g EAMvikng  Ymmpeoiog  Agdopévav
(HELIX) dwopopemvel pior oKOUn €MAOYR 0 EyY®OPLO
eninedo, mn emPioon wor 1 eEEMEN g omoiag Oa
e&aptnei og onpavikd Pabud amd ™ viobéon kot
¥PNON TG amd TNV EAAVIKT EPEVVNTIKT] KOWOTNTO €V
YéVeL.
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Hopddnia pe T1c mpoPréyerg yw ta O To
gpevvnTiKa dedopévo, 0 TPOTOG We TOV Omolo Ta
TPMTOYEVY] OEOOUEV  LETATPEMOVIOL GE  TEAIKA
Ynoakd Tpoiovta Ba TPENEL VO TEKUNPUOVETAL VLol TV
EVNUEPOT] TOV LEALOVTIKDV XPNOTAV. Avapepopacte
ot yeveoloyia (lineage) ko otnv tekunpioon g
poélevong (provenance) TV OSOUEVAOV, Ol OMOIEG
xPMCovV dloPAVELDG KOl €ival GppNKTO GLVOESENEVEG
He TIC LTOAOYIOTIKEG Oladikacieg emefepyaciog TmV
dedopévav. Epevvntikd €pyo mov tekunpumvouv
Swdikacio dnpovpyiog dedopévmv Tovg Kot dtatnpodv
Ta gvdlgpeca omotelécpoto emefepyaciog evioybovv
TG mOAVOTNTEG TNG EMAVOYPNOLLOTOINONG KOl TNG
eMAOENONG TOV OedOUEVOV TOVG HE VEEG TEYVIKEG
enekepyooiog (m.y. Katsianis et al. 2021). [Ipog avty
mv  katevBovon evBapplivetar 1 kotdbeon TV
YNoKdv podv enefepyaciog dedopévav ot HOPYN
OVOIKTOV TPOYPOUUATIOTIKOD KMOIKA 1)  YNOLoK®OV
EPYOAEI®V  TPOKEWWEVOL  va  OlELKOADVEL TNV
eEmAVApNoN Kol TNV TmEpoTép®  eEEMEN  ToV
apYOOAOYIKOV  VTOAOYIOTIKOV  peBodwv  (Huggett
2014, Cobb et al. 2019).

lNo vo svoopatwbodv oavtég ot dwrtdtelg omnv
APYOLOAOYIKT] EPELVNTIKT O1ASIKAGIN, EIVOL OTLOVTIKY|
N evuplvTEPT YVOGTONOINGN TOV TPOTOROVAMAY TNg
Avowtig Emomung. To  diebvy  épya  mov
mapovowalovtol  wapEovy  TOAAEG  eukopieg  yuo
GUUUETOXN M/Kot a&lomoinoT EVKOIPLDY KOTAPTIONG 1)
aKoUn Kol YPNUOTOdOTNONG OE EMAYYEAUATIEG TOL
YDOPOL OV ACYOAOVVTOL LE TNV EMUEAELD YNPLOKOV
dedopévav. Qot6c0o, Tpocoyn Tpémet eniong va dobsl
OTNV  €KMOidEVoT] KOl  KOTAPTIoN TV VEQV
apYooAOy®mV HEC® NG ovUmEPIANYING  pabnudToV
avanTuéng ymolokdv JeE0TTOV KOl Ypouuationod
oedouévewv  (data literacy) «ot ota  GYETIKG
TPOYPAUIOTO — OTOVODV TV TOVETICTNHLOKOV
Tunudtov (BA. Kansa & Kansa 2021). IIpog avti v
katevbvovon 10  €pyo DELTA  emyeipnoe  va
YOPTOYPOPNOEL  TOV  YNOWKO  YPApHATIoNd ot
AP OLOAOYIKA TPOYPALLLLOTO GTOVIDV
(Polymeropoulou et al. 2020) kot vo. KaAOWeEL PEPOG
Tov kevolh oyediafovtag éva vVPPOIKO pabnua ETdve
ot XPNON YNOLK®OV HLeBOd®V GTO avOoKOPIKO £pyo
oV GLVOLALEL SLOBIKTLOKO TEPLEXOUEVO LE TN LOPOPT|
evog Maluod Avorytod Awdiktvokod Mabnuatog
(MOOC - Massive Open Online Course) kot 1
GUUUETOYN OTO QULOIKO YMOPO TNG OPYOLOAOYIKNG
avackoeng oto [TAdot Ttov Mopabova mov de&dyetan
omd 1o Tpnpa Iotopiog kat Apyatoroyiac tov EKITA'.

" Digital Excavation through Learning and Training in
Archaeology — DELTA (Erasmus+/KA2 Project No: 2019-1-

Téhoc, a&ilel va vToypOaULIIGOVE KOl TH ONUAGIO TNG
SWPAVEING KOl OTNV KPATIKY TOALTIOTIKY] TOALTIKY.
Axdun ko 1o 4° EOviké ayédio dpdong yro thyv Avourti
owoxvfépvnon 2019-2021 (TAAA-YAA 2020:35-40)
10600 oty aveEaptntn afloAdynon Tov GYedOGHOD
(I'kovokog et al. 2021: 65-67) 660 Kol GTNV TEMKN
éxBeom (OGP 2023: 15-17) onueudveTtol 0Tl YOAAIVEL
®G TPOG TI GULUTEPIANYT TOV GUESO EVOLAPEPOUEVOV
OTIC GYETIKEG AMOPACELS, KATL TOL pmopel va aAAGEet
€pocov v10beNBoV pe KaTAoTATIKO TPOTO gVPVTEPES
woyég g Avowtig Emomiung. Bnpoata mpog v
KkatevBuvon autn Tpaypotoromdnkay pe v Avoryti
[pdoxinon cuvepyatikod oyedlacpod tov 5% Ebvikod
oyediov dpaong 2022-2025 (YWA 2023: 3-10), and
OOV OUMG amoVGLALOVY SEGUEDGELS TOV OPOPOVY GTA
dedopévo. Kol  TOVG  VQLIOTAUEVOVG TOPOLS  TOV
Yrovpyeiov IToMtiopod kot AOANTIopov™.

9. lIpotdosis - Zvpnepaopato.

H mopobdoa epyocio eniyeipel vo anoteléoetl EVaVGa,
®ote va avoifel mepartépm M ovipmmon yw T
TAEOVEKTNUATA, OAAG KOU TO UEOVEKTALOTO 1 TG
dvokoMMeg mov ewdyst n Avowry Emomun omv
ynookn  opyaoroyikn épevva. H  moavonpioa tov
kopovoiod (COVID-19) édAlote iowg yo mévta tov
TPOTO NG €PEVLVNTIKNG gpyociag Kot cuvéfale otnv
aKoun peyoAvtepn dleiocdvon Tmv ynelokodv pedddmv
otV gpguvnTikn dwdkooio (BA. Geser 2021).

‘Exet épbet 1 otiypn, dote 1o TpdTOL Pripate pe T

popo1 cuvedpiov kat t Béomion opddmv epyaciog yio
v vioBénon g Avowtng Emotiung otov gupidtepo
Y®Opo TV Pnookdv AvOpOTICTIKOV ETGTNUOV TO
tehevtaio xpovia, va eEEWOIKEVTOVV OTO €minedo g
OPYOLOAOYIKNG EPEVVAG LE TN OCLUUETOYN] OA@V TOV
EMUEPOVG  POPEMV  TOV  HPAGTNPLOTOOVVTIOL  GTHV
TOPAy®YN  OPYOIOAOYIKOV  dedopévav  (KPoTIKEG
VANPECIES, TOVETIGTNLUO, EPEVVNTIKA VOTITOVTA, EEVEC
OPYOOAOYIKEG OYOAES, OPYAIOAOYIKES eToupeleg Kot
GAAeC 1O1OTIKEG TPMOTOPOVAIEG 1] KIVAGES TOAMTMV).
Méow ™G avtaAloyng eumepiog yio tov poOAo Tng
YNOLOKNG TEYVOAOYIOG oV EPEVVITIKY|
dpacpoTTO, TOL KABOPIGHOD 1TNG OEPag TOV

EL01-KA203-062875).  http://www.project-delta.eu/. =~ H
TAaTeoppo Tov pabnpatog eival TposBdoiun ot devbvvon

https://mooc.cti.gr/delta.html.
20

Elaipeon amotedei TO ONUAVIIKO TOMTIIOTIKO KoL
emotnHovikd omdepa g Akadnuiog Adnvov, To omoio kot
EVIAOCETOL Of  OPGOELS  YNPLOTOINONG KoL WNOLIKNG
EMUELEING Pe ammTEPO 0TOYO TNV o&lomoinom kot gvphTepn
poforr} Tov pe dpovg avoktig mpocsPaong (YWA 2023: 23-
28).
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Abstract

The NeandLang project investigates the Neanderthal ability of speech articulation and comprehension. This is based on
the neurophysiological evidence that these capacities are directly related to the formation of cerebral lateralization
reflected also in the right- over left-handedness dominance. Research explores the rate of hand lateralization on these
hominins through the examination of their manual specialization imprinted in the technical procedures of lithic
production. To this end, observations deriving from both experimental (stone tools produced by modern knappers) and
archaeological data (Neanderthals’ stone tools from Kalamakia Cave-Peloponnesus) are compared. A series of digital
applications are incorporated in our methodological protocol in order the research objectives to be met: Software for the
analysis of the experimental sessions’ video recordings contributes to the understanding of the kinematics
characterizing the knapping procedures manual specialization and their consequences imprinted on the lithic products.
3D scanning, photogrammetry, GIS analytical tools and digital image processing of the experimentally produced lithics
and archaeological objects enable targeted technical observations and calculations to be made. The construction of
special databases permits an evaluation of the collected data and leads to the identification of handedness patterns. In
this paper, we present the digital methodology of our study along with the results obtained. The use of innovative digital
approaches to the research of interplay between knapped stone technology and hominin cognition are also discussed.

Keywords: Cognitive archaeology, speech articulation origins, hominin handedness, prehistoric lithic technology,
digital applications.

1. Introduction Gentilucci & Corballis 2006; Knecht et al. 2000), the
current research explores the rates of handedness on
Neanderthal populations, through the examination of their
manual specialization imprinted in the technical
procedures of lithic production. This is undertaken by the
idea that chiropractic procedures of the artifacts’
construction, can leave characteristic traces on them,
reflecting the hand preference of their manufactures.

Neandlang project explores aspects of the Neanderthals’
cognitive capabilities and especially their ability of
language articulation and comprehension. This is a long-
lasting debate, with some researchers claiming that those
hominins were capable of structured oral communication
(e.g. Dedieu& Levinson 2013; Mellars 1996) and others

disputing such a proposal. The latter argue that the lack of . o .
Following such an approach, if it could be verified that

Neanderthals had a handedness rate similar to that
observed in modern populations, this would be an
indirect evidence that they had the neurophysiological
prerequisites, to develop linguistic communication. To
Based on the neurophysiological evidence that linguistic  this end, observations deriving from both experimental
capacity on modern humans is directly related to the (stone tools produced by modern knappers) and
formation of cerebral lateralization and reflected also in  archaeological data (Neanderthals’ stone tools from
the right- over left-handedness dominance (e.g.  Kalamakia Cave-Peloponnesus) are compared.

language was a major reason for Neanderthals’
extinction, since the absence of such a trait, would be a
disadvantage concerning natural competition and
evolution (e.g. Berwick et al. 2013; Lieberman 2007).
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A distinct stigma, which is more or less observable on the
lithic flakes’ ventral surfaces and it is caused by the
mechanics of stone flaking, was chosen to be closely
investigated. This is the so-called cone of percussion,
cone crack or Hertzian cone. It is a triangular shaped
imprint, bordered by distinct flaws, the cone crack paths.
This component is caused by Hertzian fracture (e.g.
Frank & Lawn 1967), a physical mechanism of brittle
materials breakage, such as glass but also flint, a major
lithic raw material for prehistoric stone tool construction
(Figure 1).

Laboratory experiments on glass and ceramics have
shown that during Hertzian fracture, and when the impact
loading is perpendicular to a striking surface, then the
cone crack resamples an isosceles triangle.
Consequently, when contact is not perpendicular but
inclined, below or above 90°, the triangular imprint of the
cone crack presents a distinct skewness (e.g. Aydelotte et
al. 2016; Chaudri & Lianghui 1989) (Figure 2).

Earlier efforts used this mechanism, in order to explore
prehistoric handedness through lithics. It was a priori
considered, that due to human physiology, during
prehistoric stone tool production, left- and right-handers
would bear mirroring blows on the core surfaces,
resulting to a distinctive skewness of the cone cracks,
according to the knappers’ manual laterality (Figure 3).
By experimentally monitoring this hypothesis through
blind tests, those studies have come to a dead-end,
offering contradictory results (e.g. Bargallo & Mosquera
2013; Ruck et al. 2015; Rugg & Mullane 2001;Uomini
2001). Therefore, such an approach was never applied to
the archaeological record.
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Figure 1. a)Formation of a Hertzian cone on a brittle
material. b) Basic features of a Hertzian fracture
imprinted on the ventral side of a lithic flake (b).

That failure was partly attributed (e.g. Ruck et al. 2020)
to a low determinability of the method, but also a lack of
objectivity, during the examinations of the lithics, which
in all cases were made macroscopically.

Outer cone

crack path Outer cone crack

Inner cone
crack path

Inner cong Crack

Steed sphere l

COuter

LOne crack

Inner cone
crack

Soda lime glass

Figure 2.a) Schematic diagram of inner- and outer-cone crack geometries according to a perpendicular blow. b)
formation of cone cracks on soda lime glass when a blow is inclined according to Chaudri&Liangyi 1989.
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Figure 3.a)Hypothesized distinct human kinematics
during flaking according to knappers hand preference. b)
handedness indicators based on the cone of percussion
features on a flake considered by Rugg & Mullane 2001,
Bargallo & Mosquera 2013, Ruck et al. 2015 (e-ii).

2. Research methodological protocol and the

contribution of digital applications

Within the context of the current research, the limitations
faced by previous work was attempted to be surpassed
with the insertion of a methodological protocol

combining the conduction of controlled knapping
experiments, and a close, multifactor, study of their
results. In all these procedures, digital applications played
a decisive role.

Two major experimental knapping sessions, an ‘open
observation’ and a blind one, have been conducted, in
which 7 right- and 6 left-handers modern knappers, have
been participated. During these controlled procedures our
empirical material, of over 400 flint flakes, have been
generated for further examination (286 derived from the
‘open observation’ experiment and 172 from the blind
one). The biggest part of the ‘open observation’
experiment, has been recorded using two high frame
digital cameras (1080p-120fps), placed in front of the
knappers and on the side of their non-dominant hand.

The video recordings have been analyzed with the use of
Kinovea® video software, permitting frame per frame
observations, offering at the same time tools for the
conduction of digital measurements. With such an
analysis, except the evaluation of individual knapping
styles, we targeted the understanding of every knapper’s
blows inclination, in order to comprehend how these,
affect the cone crack geometry of each extracted flake. In
this way, we examined thevalidity of the a priori
hypothesis of previous studies, that left- and right-
handers, as a rule, bring mirroring blows on the cores.

Left-handers

W /; 3

R
¥ A

Figure 4. Knapping experiments’ video analysis using Kinovea® software and examples of blows' inclination during
the experimental flaking sessions from left and right-handers: a: ‘expected’, b: ‘perpendicular’, c: ‘invert’.
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The inclination of the knappers’ blows, has been
evaluated at the time that the hammerstone hits the core
surface, and it was divided into 3 broad categories:
‘expected’, if it was in accordance with the hypothesis of
their relation to the knapper’s hand preference, ‘invert’, if
they were contrary to the expected one, and
‘perpendicular’, if a blow inclination was nearly vertical
to a striking surface (Figure 4).

Observations on the cone crack geometry have been also
conducted using digital tools. In this manner, we
attempted to achieve a maximum reduction of
subjectivity, concerning the understudy features’

evaluation. The ventral sides of the flakes, produced
during the ‘open observation’ experiment, have been
documented with close-up photography techniques. 3D
models have been also generated by the application of
laser scanning and photogrammetry. The goal of these
processes was to clearly highlight the cone crack paths,
bordering the

flakes” cone cracks. Consequently,

appropriate measurements of the cone crack paths
geometry could objectively reveal the potential skew of
the cone cracks.

In practice, and after exhaustive tests, it was made clear
that the most ‘profitable’ technique for the cone crack
paths’ highlighting is, for the moment, close-up
photography combined with the appropriate digital
processing of the images produced. It should be also
noticed that the creation of 3D models and automatic
analyses, had in some cases spectacular results
concerning the crack paths’ highlighting. Yet, the
universal application of these techniques showed that for
the majority of the flakes, the results were not very clear,
prohibiting objective evaluations. This is due to the
inability of high-resolution zoom analysis provision by
today's available 3D recording tools. Nevertheless, it is
also certain that technological development, will
eliminate such issues in the future (Figure 5).

Figure 5.Examples of lithic flakes’ cone crack paths highlighting on solid 3D models (1b-2b), using curvature analysis
on raster models (1c-d, 2¢-d) and after digital image processing (le-2e).

Digital measurements have been executed using the
Adobe Photoshop® rule tool and Kinovea® angle tool.
Measurements focused on the exterior angles of the cone
crack paths, in relation to a specific reference point. This
is represented by a straight line, passing through the
origins of the crack paths at a flake’s striking platform.
That area, according to contact mechanics, represents the
impact surface of the hammerstone into the striking
surface.

In practice, the difference occurring from the subtraction
of the left to the right angle measured, could define, as a
specific value, the skewness of a cone crack, but also the
inclination of the impact blow. Theoretically, quotients
with negative signs should be in agreement with an
expected blow inclination of a left-handed, whereas
quotients with positive signs, with that of a right-hander.
For the needs of the research, in order to eliminate
potential mistakes on measurements, quotients on the -
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5/+5 region, considered to reveal unskewed cones,
corresponding, in theory, to perpendicular blows on a

striking surface (Figure 6).

Figure 6.Application of digital measurements on experimentally produced flakes: 1: flake produced by a left-hander. 2:
flake with an unskewed cone of percussion. 3: flake produced by a right-hander

The same practices were followed during the evaluation
of the flakes produced, during the blind experiment. Yet,
in this case independent, macroscopical, judgments
preceded, and they were remained unknown, till the
evaluation of the digital measurements.

Finally, concerning the contribution of the digital
applications in the implementation of our research, the
construction of the appropriate databases, facilitated the
gathering and management of the empirical data gained.

3. Results

With regards to the results of the study’s experimental
part, a strong positive correlation between the cone crack
geometry and the subjects’ handedness is evident, as the
values of the digital measurements indicate. The
agreement rates approach an average of 78% and the

determinability of the method is exceeding 90% (Figure
7).

Considering the knappers’ kinetic behavior, blow
inclination data show that both left- and right-handers
tend to bring on flaking angles, which confirm in an
extended degree the a priori hypothesis of mirroring
blows. Yet, the percentage of opposite than expected, and
less or more perpendicular oriented blows, is not
negligible (Figure 8).

The results of the blind experiment confirm, at first, the
general picture of the analyses carried out through ‘open
observations’, and indicate that the methodology of the
determination of the cone crack skewness, through its
quantified digital evaluation, can offer high objectivity.
Again, determinability ranges at a high level, and rates of
successful judgments of knappers’ handedness are over
72%. Of particular interest, however, are the results of the
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macroscopic observations, showing that successful
judgments are just over 50%, a rate which would render
the proposed method invalid, and it can reveal the
inherent subjectivity featuring macroscopic examinations
(Figure 9).
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Figure 7. (a)Difference of cone crack path angles
and(b)rates of cone crack skewness, on the
experimentally produced lithic flakes according to
subjects’ hand-preference. L1, L2: Left-hander 1, 2...R1,
R2: Right-hander 1,2...LT: Left-handers total. RT: Right-
handers total. Agr.: In agreement with hypothesis. Dsgr..
in disagreement with hypothesis

Cone crack skew-Blind test

Determinability

Successful Judgements
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Figure 8.Correlation between blow inclination and cone
crack skewness on the experimentally produced flakes
among left- and right-handers. LH: Left-handers. RH:
Right-handers. Agr.: In agreement with hypothesis.
Dsgr.: in disagreement with hypothesis. Exp.: Expected,
Perp.: Perpendicular, Inv.: Invert.
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Figure 9.Results of handedness correlationwithin the
context of the research blind test.

4. Discussion

The analysis of the experimental data indicates that
during knapping tasks, the inclination of blows delivered,
seems to an important extent be consequently connected
with the geometry of the cone cracks, created on the
flakes’ ventral faces. It is also understood that
observations made on artifacts using digital techniques,
can reveal many more useful information about lithic
technology’s unknown aspects, than traditional
macroscopic approaches.

A main issue arising from our experimental study is how
handedness can be clearly associated with specific blow
inclinations among left- and right-hand knappers, since
our empirical data, show that during knapping procedures
a deviation on this handedness expression is observed:
even the ‘high-scoring’ left- and right-handers produce in
some degree flakes, the features of which refer to
knappers with an inverse hand preference.

Such an observation leads us to think that the non-
absolute agreement rates between the knappers’
handedness and their produced flakes’ cone crack
geometry, may not constitute a misjudging of the method
represented, but a real fact of deviation from the
manifestation of a ‘normal’ hand preference. Although
such a phenomenon could well be associated with a series
of technical causes, it could be also related, with the
degree of hand preference that every individual brings,
and the expression of his ambidexterity in various
expressions of life (e.g. Bryden & Steenhuis 1987;
Schachter 2000). Thus, this ratio of ‘personal
handedness’ is very likely to be imprinted also in lithic
production (for this issue see also Ligkovanlis 2022).
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a Difference of crack paths angle:
Rep-Lep

Figure 10.2) Difference of cone crack path angles of the
flint flakes from Kalamakia cave, in relation to the
distinct occupation levels. b) Potential hand-preference
attribution of the artifacts based on the rates of
determinable cone crack skewness. PLH: Possible left-
handers. PRH: Possible right-handers.

The above discussion is inevitably involved with the
issue of how in practice we could approach prehistoric
handedness rates, among the archaeological record. Data
from the current study showed us that at this step, we
may be unable to approach the exact rates of handedness
among hominins, but we could at least detect a
predominance of right- or left-handers.

Following such a consideration, the pilot implementation
of the study’s methodology in the archaeological record
has been decided, in order how the rates of prehistoric
handedness could be approximated in real conditions, to
be investigated. In total, we examined 468 flint flakes,
derived from 9 different occupation levels of Kalamakia
cave, which is located at Mani peninsula, southern
Greece. That material is clearly associated with
Neanderthals (Darlas 2007;Harvatiet al. 2013).

The results of this study demonstrate that these hominins
in the cave, in a percentage more than 78%, created their
flint stone products, bringing blowing angles that could
be mostly connected with right-handers (Figure 10). A
statistical comparison with our experimental data shows
that most probably the stone artefacts studied, constitute
in their great majority the products of individuals with a
right-hand preference (Table 1).

Experimental Experimetal Kalamakia
data-Left data-Right cave-Flint
handers (6) handers (7) flakes
Mean -5.97 7.06 5.85
Standard
Error 0.90 0.99 0.56
Median -8 9 8
Mode -11 8 8
Standard
Deviation 13.10 14.72 11.56
Sample
Variance 171.77 216.90 133.81
Kurtosis 0.69 -0.26 -0.10
Skewness 0.60 -0.44 -0.56
Range 73 74 62
Minimum -40 -37 -27
Maximum 33 37 35
Count 208 220 421

Table 1.Descriptive statistics of the cone crack path
angles’ difference on the experimentally produced flakes
and the flint flakes from Kalamakia cave.

5. Conclusions

Neanderthal
flintknappers, at least at Kalamakia cave, represented a
strongly formatted ‘right’ manual lateralization and, thus,
they probably had the neurophysiological prerequisites
for linguistic communication. More research at other
Middle Palaeolithic assemblages is needed, in order such
an argument to be confirmed. Moreover, comparisons

The current research indicates that

between assemblages created within a distance of several
millennia by different hominin types might also indicate
evolutional trends, concerning the ‘dominant hands’ of
prehistoric societies.

Another crucial conclusion of the current research is the
decisive contribution of modern technologies towards the
understanding of our past. The current issue was a puzzle
for over 2 decades, and it seems that its solution is
promoted through technological development, which
manages to reveal former invisible aspects of both the
material culture and behavior of its carriers.

In such a manner, the current effort comes to be added to
a series of other approaches (e.g. Stout et al. 2015; Li et
al. 2017) using digital tools, in order, through stone tools,
to explore the past and evolution of human cognition,
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contributing, with this manner, to the understanding of
our present conscious or unconscious minds.

It is sure that such efforts will be intensified, proving that
a kind of a computer assisted archaeology, does not come
to simply switch the analogical into digital, but to answer
on matters of substance, helping us to promote our
knowledge, and fulfill our inherent curiosity. In such a
research future, interdisciplinarity and co-operation are
emerging as an essential component, in order to combine
our ‘left and right brains’ for the benefit of science, but
also our life.
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Abstract

The mosaic icon of ‘Pammakaristos’, the All-blessed Mother of God, an emblematic icon of the
Ecumenical Patriarchate of Constantinople,is one of the finest examples of Byzantine art, dated to the
early 12" century. A documentation framework which involves an interdisciplinary team of conservators,
computer graphic and medical radiology experts, was pursued in order to investigate the condition of the
icon and trace its history through time. Three-dimensional digital imaging methodologies were employed
to address conservation/preservation. Furthermore, an assessment framework was defined aiming to
evaluate their contribution towards objective diagnostic and documentation procedures. A full three-
dimensional digital imaging survey was carried out as part of the icon's comprehensive study. The aim of
the study was to provide baseline information for a thorough examination and documentation from
structural, geometrical and morphological perspective. A three tiers acquisition protocol based on visible
(active and passive radiance capturing methods) and non-visible spectra (dual-energy computed
tomography) acquisition methods was undertaken, guided by the conservators’ requirements. The
integrated digitization workflow and the subsequent analysis were instrumental in the conservation
decision-making process prior to intervention. These studies have so far provided a comprehensive and
detailed record of the current condition of the icon and will be further applied to guide, monitor and
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document the current interventions and the resulting changes in the icons’ ‘geomorphometry’.

Keywords: optical-laser-scan, structure-from-motion, computed tomography, conservation, Byzantine icon, cultural

heritage documentation

1. Introduction

The portable mosaic icon of ‘Pammakaristos’, is an
emblematic ecclesiastical artwork of the Ecumenical
Patriarchate of Constantinople, renowned for its
outstanding religious and artistic value. It is a
masterpiece of the early 12"Century, made of minute
glass, gold leaf and stone tesserae set on wooden panel
with wax-resin paste, a rather rare technique that
demonstrates the meticulousness and brilliance of
Byzantine art (Fig.1). The icon was subjected to
various conservation treatments in the past, however,
its condition today is still critical, owing to the severe
damages related to its use and to physical deterioration
processes (Chlouveraki 2020). Macroscopic
observation, structure-from-motion, optical laser
scanning and computed tomography were employed in
the examination, documentation and assessment of its
condition. Moreover, the technology employed in its
creation as well as the various interventions applied
over the centuries were investigated

Mosaic surfaces can be rather challenging as they
exhibit irregular concavities and convexities related to
the constituent materials, material joints, and the form
and synthesis of tesserae. Portable mosaics present
special features owing to their three-dimensional
nature, which parallels panel icons. Intrinsic qualities
of tesserae such as their color, degree of diffraction,
refraction and reflection present challenges on any
three-dimensional digital acquisition approach. In the
case of the mosaic icon under study, additional
limitations were met as the icon had to be examined
within the premises of the Patriarchate.

The implementation of three-dimensional (3D)
modeling in conservation has widened the geometric
and topographic survey processes (Dellepiane et al.,
2011; Eros et al., 2017; Ioannidis et al. 2019; Makris et
al.,, 2021). Models of high resolution and accuracy
which derive from visible and non-visible methods can
be mutually merged in a holistic model that can be
further connected with different media resources and
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archival material. 3D models allow the deduction of
both metric and semantic knowledge. Structure-from-
Motion (Koutsoudis et al. 2014; Remondino et al.,
2014; Aicardi et al., 2018), optical three-dimensional
laser scanning (Bornaz et al., 2007; Kersten et al. 2018;
Makris et al.,, 2018), and dual-energy computed
tomography (Re et al., 2016; Zhao et al., 2018;
Montainaet al., 2021) are the non-invasive digital
investigation approaches employed. These technologies
are complementary and their role is widely recognized
and appreciated by cultural heritage conservation and
preservation professionals (Hess 2015; Palma et al.,
2019; Montaina et al., 2021).

Figure 1. The mosaic icon of Pammakaristos
(920x620mm)

1.1. Related approaches and studies

The field of conservation is rapidly adapting to
contemporary digital technologies and exploits them in
many applications and artwork studies of varied,
materials, sizes and complexity. Numerous studies are
presented in the literature, which focus on 3D
digitization approaches, aiming at the reconstruction of
digital models which can be utilized as documentation
and diagnosis agents, while fostering the promotion
heritage assets. Heritage items of multivariate
structural and artistic characteristics often demand the
employment of diverse 3D digitization methodologies.

The synthesis of spatial, spectral and temporal
information, in parallel with physical and chemical
data have appeared in the beginning of 2000, aiming
towards the integrated documentation and archiving of
cultural artifacts (Tsirliganis et al.,2002; Tsirliganis et
al., 2004) and the improvement of examination
frameworks for religious icons (Stratis et al., 2014).
The application of multi-image digital
photogrammetric monitoring and surface measuring
tools is reported in (Robson et al., 2004) on the
treatment of the Westminster Retable, consisting of an
oak support panel with several ornamental and
structural elements of varied materials. In-situ CT scan
analysis is also reported by (Morigi et al., 2010) in the
study of two Japanese wooden statues of the XIII and
the XVII century, where significant information on the
construction technique and the past restoration efforts
was obtained. The advantages of tomography in the
investigation of artefacts of complex geometry and
diverse materials is also attested in case of the
Taiefmutmut’s coffin lid (Re et al., 2016), where it
revealed a large volume of information that could not
be obtained by classical radiography. Manufacturing
techniques, inner distribution of materials, state of
preservation as well as previous interventions were
detected and documented. An exemplary application of
3D scanning in the conservation of artworks has been
demonstrated in the case of the Da Vinci’s Da Vinci’s
renowned wood panel painting of ‘Adorazione dei
Magi’, where the artwork's aging behavior was
evaluated on the basis of the comparative study of 3D
data obtained in two monitoring phases. The results of
the monitoring enabled the readjustment of the
interventions in order to prevent future deformation
effects (Palma et al., 2019). Finally, the recent work of
(Montaina et al., 2021) has demonstrated the further
exploitation of Clinical Multislice =~ Computed
Tomography in the identification of the morphological
and structural characteristics of the wooden panel of a
17"century painting, thought the study of radiodensity
values. While the above studies employ the advantages
of one documentation technique for each case, the
current study attempts to employ all the
aforementioned techniques in one case study and to
compare and integrate their results.

Research aims

The aim of this paper is to report on the application of
3D modeling approaches that could benefit the study
and conservation of portable mosaic icons. Moreover, a
comprehensive assessment of the diverse quantitative
and qualitative capabilities of the techniques employed
in the study of the Pammakaristos icon is undertaken.
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The goal of the Pammakaristos icon conservation
program is twofold and involves both the study of
materials and construction technology as well as the
conservation, restoration and long-term preservation,
ensuring its longevity. The research tasks are related to
the diagnosis and documentation of its pathology, the
evaluation of its condition and finally the decision
making and planning of interventions. An additional
objective within the framework of this project is to
study the integration of 3D modeling techniques based
on visible and non-visible spectrum documentation
methodologies. A multidisciplinary  team  of
conservation, computational and medical application
experts joined their forces on a full 3D digital imaging
survey targeting the comprehensive examination and
documentation from structural, geometrical and
topographical perspectives.

2. Documentation framework — protocol

A documentation framework was set up that would
allow us to trace the alterations in the con's surface and
inner structure through time and to investigate the
factors or actions which may have contributed to its
current state of preservation. To achieve these tasks, we
undertake a three tiers acquisition protocol based on
visible and non-visible spectrum acquisition methods.
Due to the fine detail analysis, the icon’s digitization
and modelling requires a submillimeter overall
precision. Three major techniques were adopted: a
passive close-range documentation technique, namely
photogrammetry, and two active range documentation
techniques, namely optical 3D laser scanning and dual
energy computed tomography. The latter has the
advantage of unfolding the inner structure and
condition of the artwork in its totality thus,
supplementing the results of photogrammetry and
optical laser 3D scanning, both focusing on the visible
parts of it, providing detailed and accurate
documentation of its surface. To our knowledge, this
approach has not been reported in the relevant literature
so far.

3. Visiblespectrumdocumentation techniques

The visible spectrum techniques are based on both
active and passive  documentation  methods
(Georgopoulos, Stathopoulou, 2017). The former
involves the utilization of self-emitted radiation,
typically in the form of laser light, to acquire spatial
data points. While the later comprise capturing the light
or radiation that comes from an external source (like
the sun or artificial lights) and gets reflected off the
object being studied. In particular, the former includes
optical 3D laser scanning, while the latter comprises of

structure-from-motion techniques based on close-range
multi-imaging process. Both methods could provide
detailed geometric and color information of the exterior
surfaces and materials. In this project, photogrammetry
and in particular Structure-from-Motion (SfM)and
Multiple-View-Stereo (MVS),as well as laser scanning
were implemented to accurate 3D document the icon’s
morphological characteristics and to detect surface
anomalies caused by physical or anthropogenic factors
before any conservation treatment is undertaken.

3.1. Multi-image close-range photogrammetry

The aim of SIM/MVS survey was to process a detailed
3D textured mesh, and a high resolution orthophoto.
For the multi-view multi-image capture, a mirrorless
Digital Single-Lens Reflex (DSLR) camera, Sony
A6000 featuring an APS-C CMOS (23.5x15.6mm?,
with pixel size of 3,88um) sensor of 24.3 megapixel,
with a lens of 35 focal length, was used. The
photographic process follows three different paths all
around the icon, the front panel, the back panel and the
sides. The main challenge was the safety of the icon
during image acquisition.

Perspactive 0% Snap: A, 30

y/

i g o

619 vertices: 20008

Figure 2. Camera positions and frames on the front
and the sides of the icon (processed in Agisoft
Metashape Pro)

An extensive fracture was revealed by the initial
radiographic investigation, which seemed to run along
the entire length and depth of the wooden panel
(Chlouveraki 2020). In order to eliminate the risk, the
icon had to remain stationary while the camera was
moved around it. A series of 936 images were acquired
with an overlap of 70-80%.Uniform and stable lighting
conditions were set to avoid shading. This was
achieved with the use of two illumination sources,
symmetrically positioned to the vertical axis of the
icon. For each path the shooting scenarios results an
average of 350 images, captured from a distance of
approximately 45cm from the surface of the icon (Fig.
2). The acquired images were converted to .jpg format,
white balance and color calibration were corrected, and
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the background was removed. In order to accurately
scale the object photogrammetry targets were placed
around the icon on the supporting board, while
supplementary measurements were taken on the icon
itself. The reconstruction of the 3D model took place in
the Agisoft’s Metashpe Pro®, (1.5.4.8885) a
commercial image-based 3D modelling software for
creating 3D content from still images, with both fully-

automated and customized choices. Color information
was stored as a high detailed texture map associated to
an .obj file (Fig. 3). The resulting 3D digital replica of
the icon, processed in medium quality, has a verified
average resolution of 0.45mm, and consists of
approximately 6.6 million vertices, 13.3 million faces,
in an 1.5 GB, .obj format file, (Fig. 3).

Figure 3. S-f-M — 3D mesh of the icon

3.1.1. Orthophoto procedure

Orthophotos of high resolution were produced for the
front and back side of the icon in Agisoft Metashape
Pro, 1.5.4.8885, on a MacOS 64 platform. For each
side, an orthomosaic was built in geographic
projection, using local coordinates and average
blending mode. The extracted orthophotos were in
TIFF format of 2 GB (Fig. 4).

3.2, Self-positioned hand-held optical laser
scanner

High level metrology acquisition systems have been
introduced in cultural heritage studies with great
success. Although they were initially produced for
industrial design and production processes, they can be
applied to a wide range of cultural heritage assets
including movable and immovable archaeological finds
as well as artworks of various forms.

3.2.1. Pre-acquisition stages

The characteristics of the particular artwork, consisting
of minute glass tesserae and its aesthetic qualities
demand a high-resolution capture setup. Therefore, the
icon has to be divided into separate scans according to
the desirable resolution, which was obtained through
the appropriate adjustment of the scanner’s acquisition
volume. Considering the icon’s  magnitude
(920mmx620mm), scanning  acquisition  was
subdivided into twenty zones of about 200mm’. The
subdivision procedure was carefully adjusted to satisfy
an overlapping area between each scan. Each zone
overlapped with the adjacent ones by a percentage of
about 3% to 6% in all relative directions with regard to
the required accuracy level and precision of the
individual acquisitions' registration. A number of 120
reflective targets were carefully placed on the surface
of the icon and the perimeter of the supporting table,
ensuring that the final alignment of the acquisition
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surfaces is gained through the common reference
system that is defined by the targets and at the same

time that delicate details of the tesserae artistic and
aesthetic continuity are not obscured.

Figure 4. S-f-M — Orthophoto of front and back side of the icon

3.2.2.  Survey operation

The ‘Pammakaristos’ icon’s surface presents different
texture and colors intensities due to the different
constituent (glass, gold and stone tesserae) and
intervention materials (various types of fillers and
overpaints). The glass tesserae by their nature reflect
light up to a certain degree, as a result, during data
acquisition a sort of noise was created. To tackle such
phenomena first, we define our approach with longer
scanning capture time. Second, due to the fragility of
the icons’ materials, the conservator has been stabilized
the condition of the icons’ surfaces with the application
of a . As a result, the acquisition process did not
experience any levels of refraction and / or reflection.
Therefore, complex characteristics of the portable
mosaic icons demand diverse acquisition approaches.
The intricate materials can cause minor reflections
which result in the occurrence of artificial holes within
some irregular cavities of the surfaces. If necessary, the
scanner’s data processing software can restore the
holes based on neighborhood curvature detection
embedded algorithms. In a similar manner the software

can also restore the areas that are covered by the
targets, according to neighboring surface values. The
tesserac materials, especially the glass and gold ones,
have particular characteristics, which challenge the
optical laser scanner and make it impossible to follow
one specific calibration, owing to the continuous
variation in the surface’s light reflectance. The
different kinds of materials, (wood, glass tesserae and
stone), coexisting within small areas, necessitates the
readjustment of the scanner’s calibration (laser beam
power and the camera’s shutter count), resulting in
rather time-consuming acquisitions. Each of the icon’s
parts was registered onto the original coordinate system
achieved by the targets’ initial acquisition.

3.2.3. Data processing

The resulting scanning data sets were initially edited
within the scanner’s embedded software application.
Functions, like noise reduction and filling holes,
eliminate numerous minor geometric and topologic
irregularities, mainly on the sides of the icon. Each
scanned partition was recorded in a single scan file,
with a 0.39mm verified resolution (Fig. 5).

MAKRIS et al. 60



4™ CAA GR Conference Athens, Greece 2021

Figure 5. 3D scanning — Scanned partitions

The models were exported in .obj format with texture color information, and were processed and registered in Meshlab,
a 3D mesh editing and processing software (Cignoni et al., 2008). In all partial 3D meshes were applied only relative
filters that tackle topological inconsistencies without affecting the original acquisitions. The final alignment of the
separate scans was accomplished in Meshlab based on the targets’ common reference coordinate system and the partial
meshes were merged into one continuous three-dimensional model. The resulting 3D digital replica of the icon has a
verified average resolution of 0.39mm, and consists of approximately 7.3 million vertices, 15.4 million faces, in an 1.5

GB .obj format file (Fig. 6).
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Figure 6. 3D scanning — front side of the icon
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4. Non-visible spectrum acquisition

In recent years conservators have employed X-ray
Computed Tomography (CT-scan) for non-invasive
investigation of the morphology and inner structure of
composite and delicate artworks. Tomography studies
can provide valuable information on diverse
documentation topics related to artworks, among which
is the investigation of the structural characteristics of
wood and wooden artifacts. Three-dimensional volume
and surface renderings based on CT imaging reveals
the diverse types of joints and assemblies utilized in
wooden artifacts and structures, as well as the activity
of wood boring (xylophagous) insects (Zhao et al.,
2018). Moreover, the detection of wood density
variations (HU values) on two-dimensional CT images
and three-dimensional reconstructions enables the
identification of internal log features such as the pith,
growth rings, heartwood, sapwood, knots or other
defects, thus allowing the identification of the part of
the log utilized for the construction of an artefact and
occasionally the type of wood (Montaina et al., 2021).
Other materials of different radiodensities, such as
inorganic materials (metallic elements, fillers, etc.) are
highlighted and can be identified based on the HU
values, while mechanical damage can be detected and
accurately documented. In the present study the
implementation of CT scanning is concerned with a
twofold scope, on one hand, the documentation of the
structural characteristics of the wood and of the icon as
a composite artefact, and on the other hand, the
diagnosis of its pathology and evaluation of its overall
state of preservation. The dual-energy Computed
Tomography proved to be a powerful tool in the non-
invasive diagnostic approach. It has provided explicit
evidence of the icon’s inner condition, while the 3D
reconstruction by VRT revealed the different
components of the icon’s internal structure and
highlighted all the inorganic elements that were added
to the icon, such as restoration mortars and metallic
elements (nails) as well as their exact location in the
composite structure.

4.1. From DICOM to 3D modelling

The examination of the icon was carried at the
American Hospital of Istanbul on a Somatom Defitition
Flash, SIEMENS MED CT Dual Energy system.
Abdomen total body spiral acquisition was performed,
using the following setting parameters: 504mA XRay
tube current, 50 kW power to the x-ray generator,
exposure of 210mAs, exposure time of 500msec, Spiral
Pitch Factor of 1.2mm, matrix of 512x512, Pixel
Spacing 0.9765625\0.9765625.The obtained data are in

DICOM format, of 1634 slices, with a slice thickness
of 0,6mm. Image reconstruction by a B30f Kernel for
multi-planar (MPR) and 3D reconstruction by volume
rendering technique (VRT) were also obtained. Post-
processing image analysis was evaluated by Syngo
CT2012B software and was further studied in Osirix
Lite and Horos Project software. In our experiment, a
Somatom Definiton MSCT (Siemens Healthcare) with
a gantry opening of 80 cm was used. Abdomen total
body spiral acquisition was performed setting the
following parameters: 120 kV energy tube voltage, 35
mA current, slice thickness of 0.6 mm, pitch factor of 1
mm, field of view (FOV) of 445 mm, matrix of
512x512, spatial resolution of 0.87 mm, and scan time
of 14.84s. Image reconstruction by a B60f kernel for
multi-planar (MPR) and 3D reconstruction by volume
rendering technique (VRT) were obtained. Post-
processing image analysis was evaluated by SYNGO
Siemens and Horos Project software. A limitation of
the method is the width coverage of medical CT scan,
which is smaller than the width of the icon. However,
an effective width of 495mm out of the 620mm of its
total width was captured.

5. Observations based on 2D and 3D
reconstructions

Research in the literature provided some insights in the
condition of the icon and the past interventions which
shaped the initial objectives of the digital diagnostic
and documentation techniques. Images of the icon
published at the end of the 19th century, in 1915 and
1933 (Kondakov 1915: 200, Sotiriou 1933: 359, Millas
2013:81), provide clues about the condition of the icon
before 1933. Sotiriou (1933) reported the critical
condition of the icon and the conservation interventions
undertaken by the artist K. Vasmatzidis in 1933,
without elaborating the technical details (Fig. 7),
(Millas2013).

The icon’s complexities are examined in three levels:
the tessellated surface, the original wooden panel and
the second panel, which was added later as a
supplementary support. Comprehensive
documentation, through digital reconstructions was
driven by the fundamental objectives of the
conservation program to study the materials, structure,
technology and the pathology of the icon and finally to
trace the history of past conservation interventions.The
2D reconstructions in axial, sagittal and coronal planes
revealed information that could not be acquired by
other means. Hidden elements and variations in the
condition of the panels with respect to depth were
disclosed. The structural condition and the extent of
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biodeterioration due to the activity of wood boring
insects was evaluated in respect to depth (Fig. 8).

We were also able to understand and assess the severe
mechanical damage that was encountered during the
long and troubled history of the icon. A severe fracture
runs along the entire length of the icon and through the

entire depth of the original panel, which explains the
application of the second two-component wooden
support. The materials and techniques used for the
assembly of these additions as well as discontinuities
between its two components were identified. Further
discontinuities between the original panel and the
second support were also detected (Fig. 9 -10).

Figure 7. Images of the icon of Pammakaristos as illustrated in the publications of Kondakov, 1915, pp. 220 (left)
and Sotiriou 1933, pp. 359 (middle, before conservation and on the right, after Vasmatzidis’ interventions),

(Chlouveraki 2020)

Figure 8. The structural condition and the extent of biodeterioration as documented in axial and coronal planes (made
in the Horos Project)
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Figure 9. Structural details of the second supporting panel in sagittal, axial and coronal planes. Butterfly type of joins
are used to connect the two boards of the second panel (extracted in the Horos Project)
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Figure 10. Axial slice of the composite structure of the icon (left) and discontinuities in the assembly of the parts of the
second panel shown as black areas in a sagittal slice (right) (extracted in the Horos Project).
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Figure 11. Image of the icon taken at the end of the
19™ century, before the interventions of 1933 (Sebah et
Joaillier, German Archeological Institute of Istanbul,
cited in Millas 2013, pp. 81)

Figure 12. CT Scan slice (coronal plane) showing the
distribution of metallic elements (nails) and their
correlation with the votive metal sheets and the
interventions (made in OsiriX Lite)

The distribution of the metallic elements (nails) as
illustrated in axial slices provides insights into their
function. It was determined that nails were used for the
attachment of votive metal sheets which were placed
around the halos and the hands of both figures and on
body of the Christ, as well as for anchoring the
restoration mortar in re-laid areas of the ‘golden’
background and the fillers used to reintegrate the

severely damaged halos (Fig. 11-12) (Chlouveraki
2020).

The 3D reconstructions of the CT Scan, further provide
an explicit view of the icon’s inner structure and the
geometric and morphological characteristics of all its
constituents. The geometry of the dense sequence of
metallic elements (Fig. 13), their location and3D
spatial distribution is better understood in the 3D
model of the inner structure of the icon. In some
instances, their shape and bending degree can challenge
the attempt to remove them (Fig. 14). Computed
Tomography is expected to be instrumental in guiding
their safe removal, an operation which resembles fine
surgery.

Finally, the examination of the CT 3D model
contributed to the verification and interpretation of the
preliminary macroscopic observations on the structural
characteristics and the current condition of the icon. A
curved socket in the lower-middle part confirmed that

the icon was indented for processions, which to some
extent, justifies the loss of the tesselatum in this area as
aresult of increased mechanical stress.
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Figure 13. Nails as detected in 2D slices in sagittal
plane (top and middle) and 3D reconstruction (bottom)

Figure 14. Nails of various shapes and bending degree
in 3D reconstruction of the inner structure of the icon

5.1. Digital shading — highlight variations
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The collection of the raw sampled data of SfM and
laser scanning enabled the production of the icon’s
complete digital model. The post—processing phase
included the individual models’ (as resulted from the
two methodologies) alignment based on the sampled
data at the required accuracy and resolution. A
preliminary analysis of the surface’s topography (based
on the high-fidelity 3D mesh), without the texture,
illuminates the condition of the surface in its full
extent, in an objective and instant visual
approximation. Initially, we alter the virtual light’s
angles to intensify the surface geometry (Fig. 16).

Next, we deploy Radiance Scaling, a specific shader in
Meshlab, that enables the detail adjustment of the
reflected light intensities based on different material’s
characteristics and surface morphology. In particular,
some parts display significant bulges (Fig. 17), which
in turn result in extended anomalies in the continuity of
the icon’s surface.

The utilization of a specific variation of Radiance
scaling, that of ‘Lit Sphere Radiance Scale’ highlights
the surface concavities and
instantaneously. We can control the variations of the
lighting source angles in precise steps along the three
spatial axes, to achieve an improved visual inspection
and perception of the detail of the surface under

convexities

examination.
6. Discussion — conclusions

The on-going project to investigate, conserve and
safely reutilize the Pammakaristos icon for pray and
veneration, demanded the full exploitation of non-
destructive approaches. A full three-dimensional
documentation combined with medical diagnostic
techniques was employed and evaluated in order to
develop a protocol for the optimal methodology for the
investigation of portable mosaic icons or other
artworks with similar characteristics. Three specific
digital imaging techniques, structure-from-motion,
optical laser scan and computed tomography were
combined in order to meet the requirements of
diagnosis and to provide feedback in the conservation
decision process.

The combination of the three methods contributed to a
comprehensive and perspicuous documentation of the
icon’s exterior surface and inner structure. The several
deliverables of the documentation process provided
meaningful information for the interpretation of the
icon and contributed towards the a) creation of high-

resolution 3D models and orthophotos for the
documentation of the icon’s surface relief and mapping
of surface deterioration phenomena, b) analysis of the
constituent structural components of the icon including
number and distribution of nails ¢) study of the inner
layers and in-depth investigation of deterioration
features of the wooden panels, d) documentation and
assessment of its overall current condition status, e)
estimation of deformations of the wooden support and
of the tessellated surface, and finally f) clarification
and documentation of the types and extent of past
restoration and other human interventions. The
presented operational workflow comprises an efficient
methodology for the examination of mosaic icons and
more generally of panel icons and other artworks of
parallel characteristics and complexity, provided that
they meet the size limits of the medical CT Scan
gantry. It has been demonstrated that combined
application and a final combined 3D model resulted
fromthe three methods ensures a high level of
geometric and color detail and accuracy and provides
the full range of information that is required for the
non-invasive examination of complex and delicate
artworks in order to reach the optimal conservation
decisions. The post-processing of the acquired data (for
example within applications of finite elements
methods), could provide a wide range of options that
can be further utilized to guide the implementation of
rather challenging operations/interventions which
require high precision. Finally, monitoring of the
interventions, as well as evaluation of their
effectiveness, can be achieved through intermediate
and post-treatment investigation. The combined
application of Computed Tomography,
Photogrammetry and Laser scanning has enhanced the
conservator's knowledge and capabilities towards a
better understanding of the artifacts’ condition and
pathology, thus enabling the optimization of
conservation approaches and the advancement of the
broader field of conservation. Last but not least, the
various interpretive schemes facilitate the exchange of
information among ICT experts, conservators and
stakeholders and its dissemination to a larger audience.
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Figure 16.1con’s surface intensifiedby virtual light

Figure 17. Icon’s surface morphology with extended anomalies

MAKRIS et al. 67



4™ CAA GR Conference

Athens, Greece 2021

Acknowledgments

The present study was undertaken in the framework of
the conservation program of the Pammakaristos Icon,
upon request and with the permission of His All
Holiness the Ecumenical Patriarch Bartholomew. The
program is coordinated by Dr. Chlouveraki and is
funded by the Ekaterini Laskaridis Foundation with the
technical and scientific support of the Dept of
Conservation of Antiquities and Works of Art, of the
University of West Attica (UniWA). Laser Scanning
and post processing of data was undertaken by Dr.
Makris with a scanner provided by the Dept of Interior
Architecture of UniWA to whom we are thankful. The
CT Scan data was obtained and processed by Dr.
Akpek and his team at the American Hospital of
Istanbul, who's help and advice was invaluable. We are
grateful to the anonymous reviewer for their
constructive comments and recommendations.

References

Aicardi, 1., Chiabrando, F., Maria Lingua, A., Noardo,
F., 2018, ‘Recent trends in cultural heritage 3D survey:
The photogrammetric computer vision approach’,
Journal of Cultural Heritage, 32, pp. 257-266.

Bornaz, L., Botteri, P., Porporato, C., Rinaudo, F.,
2007, ‘New application field for the handyscan 3D:
The Res Gestae DiviAugusti of the Augustus Temple
(Ankara), a restoration survey’, in Georgopoulos, A.
(ed.) Anticipating the Future of the Cultural Past, 21st
CIPA symposium, 01-06 October, 2007, Athens,
Greece, The ISPRS International Archives of the
Photogrammetry, Remote Sensing and Spatial
Information Sciences, XXXVI-5/C53, pp. 182-187.

Chlouveraki, S., 2020, ‘The Mosaic Icon of
‘Pammakaristos Mother of God’: Documentation and
Condition Assessment’, in Nardi R., &PugesiDorca M.
(eds), What comes to mind when you hear mosaic?
Conserving mosaics from ancient to modern,
Proceedings of the 13th Conference of the International
Committee for the Conservation of Mosaics, Barcelona
15-20 October 2017, EDIFIR-Edizioni Firenze, pp. 83-
97.

Cignoni, P., Callieri, M., Corsini, M., Dellepiane, M.,
Ganovelli, F., Ranzuglia, G., 2008, ‘Meshlab: an open-
source mesh processing tool’, in Eurographics Italian
chapter conference, vol. 2008, pp. 129-136.

Dellepiane, M., Callieri, M., Corsini, M. & Scopigno,
R., 2011 ‘Using digital 3D models for study and
restoration of cultural heritage artifacts’, in Gallo G.,

(ed.) Digital Imaging for cultural heritage
preservation: analysis, restoration and reconstruction
of ancient works. Florida: CRC Press. pp. 37-67.

Eros, A., Bornaz, L., 2017, ‘3D models in cultural
heritage: Approaches for their creation and use’,
International Journal of Computational Methods in
Heritage Science, Volume 1, Issue 11(1), pp. 1-9.
https://doi.org/10.4018/ijcmhs.2017010101.

Georgopoulos, A., Stathopoulou, E.K., 2017, Data
acquisition for 3D geometric recording: state of the art
and recent innovations. In: Vincent, M.L., Lopez-
MencheroBendicho, V.M., loannides, M., Levy, T.E.
(eds.) Heritage and Archaeology in the Digital Age, pp.
1-26. Springer, Cham. https://doi.org/10.1007/978-3-
319-65370-9 1

Hess, M., Korenberg, C., Ward, C., Robson, S.,
Entwistle, C., 2015, ‘Use of 3D laser scanning for
monitoring the dimensional stability of a Byzantine
ivory panel’, Studies in Conservation 60:supl, S126—
S133. https ://doi.org/10.1179/0039363015 Z.00000
00002 17.

JToannidis, C., Piniotis, G., Soile, S., Bourexis, F.,
Boutsi, A.-M., Chliverou, R., and Tsakiri, M., 2019,
laser and multi-image reverse engineering systems for
accurate 3d modelling of complex cultural artefacts,
Int. Arch. Photogramm. Remote Sens. Spatial Inf. Sci.,
XLII-2/W11, 623-629, https://doi.org/10.5194/isprs-
archives-XLII-2-W11-623-2019.

Kersten, T.P., Lindstaedt, M., Starosta, D., 2018,
‘Comparative geometrical accuracy investigations of
Hand-Held 3D scanning systems - an update’, in
International Archives of the Photogrammetry. Remote
Sens Spatial Inf Sci - ISPRS Arch 42(2) pp. 487—494.
https://doi.org/10.5194/isprs-archives-XLII-2-487-
2018.

Kondakov, N. P., 1915, ‘Iconography of the Mother of
God’ (volume 2), St. Petersburg (in Russian). H. II.
Konnakos. 1915. Ukonorpadusboromarepu (Tom 2).
Cankrt- [etepOypre.

Koutsoudis, A., Vidmar, B., Ioannakis, G.,
Arnaoutoglou, F., Pavlidis, G., Chamzas, C., 2014,
Multi-image 3D reconstruction data evaluation. J. Cult.
Herit. 2014, 15, 73-79.
https://doi.org/10.1016/j.culher.2012.12.003

Makris, D., Skaltsas, I., Fotiou, S., Karampinis, L. and
Vlachou, M. A., 2018, ‘Digitization of Athens School
of Fine Arts Artworks Based on Optical 3-D Scanning
and Photogrammetry’, 9th International Conference on

MAKRIS et al. 68


https://doi.org/10.4018/ijcmhs.2017010101
https://doi.org/10.5194/isprs-archives-XLII-2-487-2018
https://doi.org/10.5194/isprs-archives-XLII-2-487-2018
https://doi.org/10.1016/j.culher.2012.12.003

4™ CAA GR Conference

Athens, Greece 2021

Information, Intelligence, Systems and Applications
(IISA), 2018, pp. 1-7.
doi: 10.1109/11SA.2018.8633603.

Makris, D., Sakellariou, C., Karampinis L., 2021,
‘Emerging materiality through dynamic digital
conservation’, Digital Applications in Archaeology and
Cultural Heritage, (23).
https://doi.org/10.1016/j.daach.2021.e00198.

Metashape Pro, 2022, Agisoft. Available at
https://www.agisoft.com/ (Accessed 17 February
2022).

Millas, A., 2013, Constantine Polis, Orthodoxy within
the walls, (in Greek), Mnioac, A. (2013)
Kovoraviivovllodig, Heviog twv teryov opbodolia,
Exbddoeic Mikntog, ISBN:9608033330

Montaina, L., Longo, S., Galotta, G., Tranquilli, G.,
Saccuman, R., Capuani, S., 2021, ‘Assessment of the
Panel Support of a Seventeenth-Century Dutch
Painting by  Clinical  Multislice =~ Computed
Tomography’, Studies in Conservation, 66(3), pp. 174-
181, 10.1080/00393630.2020.1757881

Morigi, M.P., Casali, F., Bettuzzi, M., Brancaccio, R.,
D’Errico, V., 2010, ‘Application of X-ray Computed
Tomography to Cultural Heritage diagnostics’, Applied
Physics A 100, pp. 653-661. 10.1007/s00339-010-
5648-6

Palma, G., Pingi, P., Siotto, E., Bellucci, R., Guidi, G.,
Scopigno, R., 2019, ‘Deformation analysis of Leonardo
da Vinci’s “Adorazione dei Magi” through temporal
unrelated 3D digitization’, Journal of Cultural
Heritage, 38, pp. 174-185.

Re, A., Lo Giudice, A., Nervo, M., Buscaglia, P.,
Luciani, P., Borla, M., Greco, C., 2016, ‘The
importance of tomography studying wooden artefacts:
A comparison with radiography in the case of a coffin
lid from ancient Egypt’, International Journal of
Conservation Science, 7, pp. 935-944.

Remondino, F., Spera, M.G., Nocerino, E., Menna, F.,
Nex, F., 2014, ‘State of the art in high density image

matching’, The Photogrammetric Record, 29(146), pp.
144-166.

Robson, S., Bucklow, S., Woodhouse, N., Papadaki,
H., 2004, ‘Periodic photogrammetric monitoring and
surface reconstruction of a historical wood panel
painting for restoration purposes’, International
Archives of the Photogrammetry, Remote Sensing and
Spatial Information Sciences, 35, pp. 395-400.

Sotiriou, Y., 1933, ‘The Icon of Pammakaristos’ (in
Greek). Zompiov I. 1933. “H s&ikdov g
Hoppokapiotov’.  Ilpoktikd 97 g  Axadnuiog
Abnvav, (ITAA) 8, Adnva, Axodnpia Abnvov. 359-
368.

Sotiriou, Y., 1936, ‘The Icon of John the Baptist’, (in
Greek), Zompiov I'. (1936) ‘Pnowvdot) cikdv TOL
IIpodpopov OV TOTPLOPYIKOD vaov’.
IpaktikdncApyaoroyikncEtaipiog (ITAE) 11. 70-76.

Stratis, J. A., Makarona, C., Lazidou, D., Sanchez, E.
G., Koutsoudis, A., Pamplona, M., Pauswein, R.,
Pavlidis, G., Simon, S., &Tsirliganis, N., 2014,
Enhancing the examination workflow for byzantine
icons: Implementation of information technology tools

in a traditional context. Journal of Cultural Heritage,
15(1), 85-91.

Tsirliganis, N., Pavlidis, G., Koutsoudis, A.,
Papadopoulou, D., Tsompanopoulos, A., Stavroglou,
K., Loukou, Z., &Chamzas, C., 2002, Archiving 3D
cultural objects with surface point-wise database
information. In Proceedings of first international
symposium on 3D data processing visualization and
transmission (pp. 766—769). IEEE.

Tsirliganis, N., Pavlidis, G., Koutsoudis, A.,
Papadopoulou, D., Tsompanopoulos, A., Stavroglou,
K., Loukou, Z., &Chamzas, C., 2004, Archiving
cultural objects in the 21st century. Journal of Cultural
Heritage, 5(4), 379-384.

Zhao, G., Qiu, Z., Shen, J., Deng, Z., Gong, J., and Liu,
D., 2018, °‘Internal structural imaging of cultural
wooden relics based on three-dimensional computed
tomography’, BioResources 13(1), pp. 1548-1562.

MAKRIS et al. 69


https://doi.org/10.1016/j.daach.2021.e00198
https://www.agisoft.com/

4™ CAA GR Conference Athens, Greece 2021

RURAL ECONOMY AND SOCIETY IN EARLY MODERN CYPRUS
(RURAL-CY): AN INTRODUCTION TO PROJECT OBJECTIVES AND
TECHNOLOGICAL INFRASTRUCTURES

CH. PARASKEVA, P. HADJITTOF]I, E. RIZOPOULOU-EGOUMENIDOU AND A. VIONIS

Archaeological Research Unit, University of Cyprus,

nethphp@hotmail.com, phadjil 3@ucy.ac.cy, aregoume@ucy.ac.cy, vionis@ucy.ac.cy

Abstract

Following the Ottoman conquest of 1571, the Christian Orthodox Church of Cyprus became a major political,
economic, and social actor on the island that sought to consolidate and expand its power by undertaking various
agriculture-oriented income generating activities, which in turn embedded it in wide economic networks spanning the
island and beyond. Those activities are documented in several textual sources, including Church property lists, which
are the focal point of the RURAL-CY project, an internal research project of the Archaeological Research Unit of the
University of Cyprus. Specifically, the project aims to explore the dynamics, strategies, and patterns of rural-based
economic activities by fully digitising, systematically recording, and statistically-spatially analysing the Grand Manorial
Codex and other auxiliary texts, which record in detail the movable and immovable property of ecclesiastical
institutions located mainly in rural areas across Cyprus. This paper aims to introduce the reader to the project’s
objectives and outline the novel technological infrastructures developed as part of it, which include an archaeological
information management system and an end-to-end workflow that allows the transfer of data between the data
repository and third-party software packages for spatial-statistical analyses.

Keywords: Rural economy, Cyprus, textual sources, MySQL database, information management system

1. Introduction hindered the development of Ottoman and post-
Ottoman material culture studies at least up to the
1980s. Correspondingly, in Cyprus, owing in large part

to the current political situation, the historiographical

In-depth documentation and examination of material
culture and, consequently, the study of social,

economic, and other relations, practices and ) ]
and anthropological discourse on the Early Modern and

Modern eras mainly revolved around the thematic axis
of conflicts, either between the larger communities of
the island (i.e., Greek- and Turkish-Cypriots; see
Papadakis et al. 2006; Given and Hadjianastasis 2010,
38), or among the Greek-Cypriot community and the
Ottomans or the British. Thus, scholarship has only
recently started to explore the potential of macro-scale
approaches to post-Medieval material culture,
economic history, and landscape (see for example:
Hadjikyriacou 2016; Hadjikyriacou ef al. 2021).

perceptions traced through artefacts, have emerged in
recent decades as imperative issues and major
desiderata of historical and archaeological research
focusing on the Eastern Mediterranean during the
Ottoman period. As scholarship on post-Medieval
material studies of this particular region has already
acknowledged (see Silberman 1989; Baram and Carroll
2002, 3-10; Vionis 2016; Bintliff 2007, 221,
Vorderstrasse 2014, 292-293; Yenisehirlioglu 2015,
361), the negative perception and unpopular legacy of
the Muslim Ottoman Empire, the rise of nationalistic

political movements and the formation of national
identities in the 19th and early 20th centuries, the
consideration of Ottoman period remains as too
modern or otherwise unworthy of being recorded, and
the ideologically motivated direction of research
towards certain past eras (e.g., the Biblical past or Iron
Age kingdoms or even the Ottoman classical period
[16th-17th centuries] versus the modernisation period),

Given the need for comprehensive, wide-reaching
studies based on combined methodological approaches
to the Ottoman material culture of Cyprus, the project
Rural Life In Cyprus (RURAL-CY): Digitising and
Reconstructing Material Culture through Monastic
Property Lists (18th-19th centuries) was conceived,
developed and implemented as an interdisciplinary
project, exploring written records analysis to shed light
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on issues of daily life, society, and economy in
Ottoman Cyprus. The project entailed the digitisation,
processing, and interpretive analysis of material culture
data contained in Cypriot church records spanning the
late 18th and 19th centuries. The analysis built on the
digitisation and interpretation of written accounts with
the aid of palacography and historical approaches,
material culture and folk-life studies, landscape
archaeology, and information and communication
technology.

Ecclesiastical written accounts constitute a large body
of extant evidence, crucially important for the study of
Ottoman Cyprus. After the 1571 Ottoman conquest, the
Christian Orthodox Church of Cyprus developed into
one of the main economic, political, and social actors
on the island. With a view to ensure its autonomy,
bolster its economic position, and expand its power, the
Church undertook a wvariety of income-generating
activities, thus becoming involved in wide economic
networks (on the status, the role, and the economic
activities of the Cypriot Church, the latter examined
through the case of Kykkos Monastery, see Muyoni
2005a; Roudoumetof and Michael 2010; Michael 2021,
245-251). As agriculture remained the backbone of the
Cypriot economy throughout the Ottoman period, land
acquisition and the production of marketable
agricultural products (wine, silk, cotton, olive oil, and
wheat) was the focal point in the economic endeavours
of ecclesiastical institutions. Moreover, extant written
sources show that churches, monasteries, and metochia
(dependencies) were hubs of extensive, multi-faceted
economic activities, which among others also included
animal husbandry, sericulture, beckeeping, the
operation of owned olive presses, winepresses, and
flourmills, as well as the practicing of various crafts.
Ecclesiastical institutions functioned as agents of
development in their areas of economic operations,
interacted with the local populations in a closely-knit
network of economic, social, and religious relations,
and even influenced the character and use of the
Cypriot countryside landscape. Through their activities,
material culture, and general way of life, the church
institutions of the Ottoman period became inextricably
linked to the pre-industrial rural communities of
Cyprus and their particular lifestyle.

The publication of ecclesiastical property lists and
other written accounts in previous works focusing
primarily on Church History (see mainly MuyamA 2001;
Ytovpidng 2001; Muyonma 2003; Ocoyapiong 2004;
Muyonr 2005; TMomadomovirog 2008), had already
made evident their potential for the documentation of
daily-life material culture and rural economy; yet no

such records were systematically explored towards this
end. The RURAL-CY project undertook the detailed
study of Cypriot ecclesiastical written records to
reconstruct aspects of rural life in Cyprus, document a
wide range of activities that comprise a microcosm and
reflection of rural life across the island; trace the
productive potentiality and use of agricultural lands
belonging to the Church; combinedly examine the
terminology, form and use of different kinds of
domestic utensils, agricultural implements and craft
tools most of which remaining in use up to the 20th
century; record locally-produced craft objects versus
imported goods; and explore dietary elements and food
preferences.

Analysis conducted in the framework of the project
was based on the Grand Manorial Codex, a largely
unpublished document of 1,188 numbered pages that
dates principally to the era of Archbishop Chrysanthos
(1767-1810)," also known as the ‘golden age’ in the
history of the Church of Cyprus (see Stavrides 2013).
The Codex records in detail the property of 212
ecclesiastical institutions (churches and monasteries
with mefochia) predominantly located in rural areas
across Cyprus and falling under the authority of the
Holy Archbishopric. A significant part of the registered
property lists is dedicated to landholdings (including
types of cultivations and topography of estates),
productive animals (mainly sheep and goats) and
animals for draught, transport, and work in the fields
(donkeys, horses, camels, and oxen), wine- and olive-
presses, watermills, and other built elements (houses,
stockyards, water tanks etc.). The ‘household material
culture’ (ta ev 1016 oonntiols, comprising agricultural
and craft tools, furniture, vessels, installations,
husbandry equipment, agricultural products etc.) forms
a separate sub-category of the listed properties that is
also closely related to rural economy.

The study of the Grand Manorial Codex, as a primary
source of data, entailed on the one hand the
digitisation, selection, segmentation, transcription,
interpretation, and analysis of data related to numerous
categories of material culture, and the post-collection
processing of digital data via quantitative and
qualitative statistical and spatial analyses, as well as the
visualisation of mappable data resulting from text
processing, such as the location of monasteries and
estates, as well as the distribution of agricultural land
and pre-industrial facilities. The project also fused

! Later additions, as well as supplementary notes to
original records, date up to the mid- or, more rarely, the
late 19th century.
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supplementary data located in relevant bibliography, as
well as in unpublished Codices from the Paphos and
Larnaca Bishoprics Archives. Finally, especially for
the study of dietary elements, the project also analysed
day-to-day food purchases logs of the Holy
Archbishopric during the years 1867-1869 and 1870-
1872, contained in Codices 130 and 131 of the Holy
Archbishopric Archive, respectively.

2. Technological Infrastructures

Prior to the commencement of data collection, it was
considered necessary to establish an end-to-end project
workflow, and to determine the functional
requirements for the technological infrastructures that
would manage the digital data input, editing,
management, and analysis. To begin with, the adoption
of any technical solution required that the latter would
de minimis be able to also work in offline situations,
allow data transfer between the database and third-
party software designed to work in Win32/Win64
environment subsystems, conform fully or partially to
an established ontology (e.g., Doerr et al. 2017), have
the capacity to split the entirety of the digital textual
content of any written source in segments determined
by the user; perform transcription, transliteration,
translation, and multivocal analysis of each text
segment; tolerate expansion of the core schema to
support new fields of enquiry as deemed necessary, and
offer an accessible graphical user interface that would
require minimal maintenance from the researcher
performing data input.

Bearing in mind the project requirements, a wide
literature review was undertaken with a view to locate
suitable technical solutions that could be adopted, if
necessary adapted, and implemented as part of the
RURAL-CY project. Specifically, the technical
solutions examined included at their core a data storage
facility in the form of a graph, relational, cloud, object-
oriented, network or NoSQL database coupled with an
online or offline composite user interface or an online
virtual research environment. Added to the core
components, many applications and services were
accompanied by extra modules for performing
automated transcription via OCR and occasionally
machine learning assisted OCR, data mining, named
entity recognition usually by utilising natural language
processing algorithms, data segmentation (sentence
splitting, part-of-speech tagging, tokenisation), data
annotation and augmentation (e.g., place, entity, event
linking), morphological (stemming, lemmatisation) and
syntax analysis (chunking, parsing), metadata creation,
curation, management, cross-referencing,  and

enrichment; geolocation and georeferencing of data,
and cross-source data querying and linking. Most
solutions incorporated more than one of the above
components, and were developed as part of numerous
research projects, including Recogito/Pelagios (Simon
et al. 2017), CLARIN-D (CMDI Explorer: Arnold et
al. 2021; WebLicht: Hinrichs et al. 2010; Dima et al.
2012; WebAnno: de Castilho et al. 2015;de Castilho et
al. 2016), DARIAH-DE/TextGrid  (TextGrid
Consortium 2006-2014), EpiDoc (Bodard 2010; Elliott
et al  2006-2021), Manuscriptorium/ENRICH
(Uhlifand Knoll 20009; Tirziman 2013),
STAR/STELLAR  (Richards et al.  2015),
Interedition/CollateX (Dekker et al. 2015), LDAB-
Trismegistos (Depauw and Gheldof 2014), LaQuAT
(Blanke et al. 2010), CAMENA (Schibel 2001; Niehl
2003), eAQUA (Schubert 2010; Biinte 2011; Schubert
2015), VRE-SDM (Bowman et al. 2010; see also:
Tarte et al. 2009), NEUMES (Barton 2002), DBBE
(De Groot 2020), ByzAD (Bender et al. 2007-2022),
MTA Software(Valovi¢ et al. [2022]), ArcheoBERTje
(Brandsen 2022), Fragmentarium (Duba 2019),AGNES
(Brandsen 2022), as well as by individual researchers
(Murrieta-Flores and Gregory 2015; Kinable2018;
Schulz 2018;Chen et al. 2019; Liceras-Garrido et al.
2019; Schulzand Ketschik 2019).

A key conclusion of the literature review was that the
analysis of written records has been the object of
numerous projects in recent years, which have rendered
a vast corpus of data available to a much wider
audience, whilst also making significant technological
contributions to the fields of Digital Humanities,
Digital Classics, Text-Aided Archaeology, and
Historical Archaeology (for more in-depth reviews see:
Babeu 2011;Rutz and Kersel 2014; Sula and Hill
2019;van Lit 2019; Liuet al. 2021; Moudgilet al.
2022). However, with regard to the minimum
functional requirements outlined for the RURAL-CY
project, it was not possible to settle on one or more
solutions that would satisfy them, as certain promising
solutions lacked support due to termination of the
project developing them (on this issue see also:
Dombrowski 2014), while in other cases the main
obstacle to adoption was the lack of interoperability
between different solutions that also required different
and, in several cases, costly hardware for use in offline
situations. Added to the above, many of the software-
as-a-service solutions developed by large-scale supra-
national projects (e.g., CLARIN-D, Recogito,
TextGrid) require constant online access and seem to
aim principally at high volume aggregation and/or
digitisation of written sources, rather than the in-depth
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complex documentation and interpretation/analysis of
source contents. Finally, the annotation tools available
in many utilities do allow a researcher to tag and
comment on the texts, and in certain cases to also link
the text to a named entity, but they do not produce or
demand extra investment of time to create the
necessary associations between annotations that would
render them useful for statistical and spatial analyses.
Given the above, it was decided to produce a custom
solution for the RURAL-CY project, which involved
the development of an archaeological information
management system and a workflow that ensured
transfer of data between the data repository and the
software used for analysis.

2.1 Archaeological  Information
System

Management

Commencing the design of a custom system dedicated
to the in-depth analysis of written sources and bearing
in mind the intricacies of language, as well as the
immense variability of the data included in the texts
under analysis, the principal issue requiring resolution
concerned the logical schema of the underlying
database. The schema needed on the one hand to
satisfy the prerequisite for a formal structure required
by domain ontologies (Doerret al. 2017;Barzaghiet al.
2020), text and material culture analysis guidelines and
best practices(Baca ef al. 2006; TEI Consortium 2021),
relational database design principles (Lemahieu et al.
2018; Vanier et al. 2019), and quantitative analysis
prerequisites; and on the other hand to afford the
researcher flexible mechanisms to capture and record
information that escapes the narrow definitions of
structured data and/or is necessary to manage
researcher biases and preserve/represent the various
forms of ambiguity that are inexorably associated with
the complexities of the written word (e.g., lexical,
syntactic, semantic, ontological, spatiotemporal; for a
review of structured data issues see: Hacigiizelleret al.
2021).As rigidity was inevitable for ensuring
referential integrity of the database tables and by
extension of the relations between data in the system, it
was opted to infuse the latter with flexibility by
employing a set of mechanisms hereafter discussed:

a. Allowing the researcher to define the least
common denominator of analysis, identified in the
system as a data unit. This is understood as the
minimum ethically interpreted as complete set of
information that captures a specific intelligible
meaning, as discerned and decided by the human user
of the system. In practice, a data unit can be equated
with a variable text string ranging from one word to

any number of words (e.g., string of words, phrase(s),
sentence(s), etc.) satisfying the meaning completeness
criterium outlined above. A data unit may float
anywhere within a written source, which borrowing a
term from Formal Concept Analysis is viewed as a
conceptual landscape (Wille 1999; Fig. 1). In practice,
the data unit forms the core concept of the system and
is the hub between each written source and all the data
associated with it.
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Figure 1. Example of a page from the Grand Manorial
Codex with marked text segments. Conceptual/
imaginary spaces and nested subspaces are depicted on
the right-hand side, while physical/measurable spaces
are on the left. Examples of data units indicated by the
aqua label. Photograph: ©Petroula Hadjittofi;
Illustration: Charalambos Paraskeva.

b. Disentangling physical from conceptual
spaces in the definition of text segments within each
written source. If a written source is perceived as a
conceptual landscape per the afore definition, it follows
that any such source may be subdivided topologically
into logically cognisable spaces that are in turn
multiply related to each determined data unit. Such
topological divisions include both
conceptual/imaginary spaces (e.g., foreword, chapters,
epilogue, sections, other book parts, etc.), and
physical/measurable spaces (e.g., folia or pages,
columns, lines, margins, etc.). Per the definitions
above, the system was designed to allow both the
segmentation of the written source in physical and
conceptual spaces and nested spaces, as well as the
recording of multiple relations between segments and
data units (Fig. 1). At this point, it is recognised that
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any attempt at segmenting a written source and
discerning data units for analysis effectively produces
structured data that function as representations
ossifying and iterating the researcher’s predilections,
biases, and perceptions (Hacigiizeller et al. 2021: 1722-
1723). However, in this case, the system does not lock

m Dataunits @ -

the researcher into a single path of structuring data, as
the existence of multiple segmentations and data units
is established by design, which in turn promotes
interpretative multivocality, and the
diversification of our collective understanding of the
written record.
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Figure 2: Screenshot of a data unit in the RURAL-CY archaeological information management system. Each data unit
is multiply associated with text segments, a text processing facility, and numerous attributes. Illustration: Charalambos

Paraskeva.

c. Incorporating devices for  knowledge
extension and assessment at each data entry deemed the
result of interpretation. Given that the system was
designed primarily for text data interpretation and
analysis, the group of researchers and advisers - based
on prior knowledge of the material culture categories
and written sources under analysis- provided from the
beginning a set of attributes representing analytical
concepts that were expected to allow extraction of
quantifiable data for the material culture entities
described or mentioned in the written
Specifically, twenty attributes were modelled including
category/type with four levels of nested subcategories,
general and specific material, colour/shade/hue,
relative/qualitative  size, quantity by of
measurement, reported and inferred use, specific entity
provenance as described in the source, category/type
provenance, relative/qualitative age, absolute or
relative dating, condition/state, manufacturing method,
morphological details, positioning in relation to another
entity or the wider built environment, location at
specific toponyms, location at specific villages, mode
of acquisition by its current owner, and type of owner

sources.

unit

with owner name and associated rights if available.
Nearly all the above attributes were implemented as
drop-down lists carrying vocabulary terms, where each
term was enriched with additional data from
bibliographic sources (Fig. 2). It is worth noting that
the system is not restrictive in terms of the attributes, as
its structure can accommodate infinite additions and
modifications, as deemed necessary, while all attributes
are considered to be de facto related/complementary
due to their association with the same data unit.’To
return to the beginning of the discussion, though,
recognising that each of these attributes was to be
populated with data by a researcher who would
essentially be offering their interpretation/view of the
text, required the addition of mechanisms to reduce
bias and increase transparency and nuance. Regarding
bias, a self-assessment/reflexive mechanism was
incorporated that required the researcher to state their

> It would bepossible to add a further mechanism
indicating-clarifying the specific relationships between
attributes, but for the sake of expediency this was not
implemented in the current system.
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level of certainty/confidence for any new data inputted
to any of these attributes. Though qualitative, this
evaluation can later be fruitfully incorporated in
statistical analysis either by using weighs or fuzzy
statistics to reach more insightful inferences. Turning
to transparency and nuance, it was ab initio realised
that a drop-down list of terms would be restrictive and
reductionist, whereas the text could potentially bear
more contextual information and carry subtle details
that a structured list would effectively mask. To avoid
leaving behind knowledge, an extra free-text field was
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associated to each attribute list, where the researcher
would be able to add any comments, observations, or
extra information they felt necessary to accompany the
specific data entry. Beyond enriching the interpretation
record, each of these commentaries can also render
more nuanced any type of analysis by adding
explanatory notes regarding any exclusion of data (e.g.,
deviation/exception, non-commensurability,
incompleteness, etc.), and any deemed necessary
homogenisation of the data pool.
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Figure 3: Schema for the RURAL-CY database. Vocabulary tables in green, text segmentation tables in blue, attributes
analysis in orange, auxiliary tables for citations and multimedia attachment in gray. Illustration: Charalambos

Paraskeva.
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d. Ensuring that each data unit and attribute
analysed support multiple entries to accommodate
multivocality and ambiguities. Analysis of any written
source is an extraordinarily complex process fraught
with issues that inadvertently render plausible multiple
interpretations of the same text. To avoid limiting the
system’s end-user to one interpretation, it was elected
to structure anything that is a matter of interpretation
with a one-to-many or many-to-many relationship to
the original text (Fig. 3).

Beyond the schema of the system, another major issue
during the design phase concerned metadata both for
the text under analysis, and any multimedia associated
with it. After consideration of select metadata
standards (Cowles et al. 2007; Catepano et al. 2019;
DCMI Usage Board 2020), and bibliography on
metadata management (Sicilia 2014; Haynes 2018), it
was elected to model metadata for the written sources
table after the Dublin Core standard (DCMI Usage
Board 2020), provide a stored procedure mechanism
that timestamps and records the active researcher’s
name for every data input or update in all tables, and
finally introduce a class module for the automatic
appending of all metadata associated with a linked
multimedia file to its description. The latter mechanism
creates native code x86COM objects in memory
similar to a shell property handler DLL, while VBA
code then extracts metadata, selects those conforming
to the MPEG7-Part 5 ISO/IEC 15938-5:2003 standard
(International Organization for Standardization 2003;
Martinez et al. 2002), structures them in a human-
readable form, and appends them in the linked object’s
description. Incorporation of these mechanisms in the
system ensures that the written sources are properly
documented, any part of the analysis is attributable to
the researcher performing the analysis, and any
metadata associated with a linked multimedia file are
also contained in its database record.

Having elucidated design issues and the data schema,
development of the archaeological information
management system was initiated utilising MySQL 8
for the backend and Microsoft Access 365 for the
frontend. To begin with, the use of MySQL for the
backend was a deliberate choice, as beyond its
advantages as a relational database (e.g., high
performance, security, scalability, comprehensive
transaction support, open source),it will also enable
reuse of the project’s database as the underlying
resource for a prospective website. As regards the
frontend, Microsoft Access 365 was preferred, as it

offers direct connectivity to the MySQL backend via
the Open Database Connectivity open standard API, as
well as a host of software design tools that permit easy
development of the graphical user interface and
enhancement of its functions (e.g., automations, error
trapping, data validation, multi-user support) via
macros and custom code compiled in the underlying
Visual Basic for Applications.

Turning to the backend, tables were assembled using
the InnoDB storage engine with a view to ensure data
security and sustainability. A total of fifty-two fully
normalised in accord to the Fourth Normal Form rules
and multiply inter-related tables constitute the backend.
Roughly based on their functions, the backend tables
may be divided in four general groups (Fig. 3), namely
text segmentation and text content storage (9 tables),
vocabularies (23 tables), attributes analysis (18 tables),
and citations and multimedia storage (2 tables). All
tables use the utf8mb4 Character Set to ensure that any
potential special characters outside the Basic
Multilingual Plane can be introduced into the database,
while all foreign keys are properly indexed to ensure
faster performance of the system. Also, all data in the
backend tables are encrypted using the AES256
algorithm when in storage, and with the SSL/TLS
cryptographic protocol when in transit to and from the
graphical user interface.

The latter was compiled in Microsoft Access 365 32-
bit and beyond the 52 linked via ODBC backend
tables, it consists of 131 queries and 74 forms, while
several of its functions are supported by hundreds of
macros and about 7600 lines of VBA code. Beyond the
expected CRUD (Create, Read, Update, Delete)
actions, the GUI features several functions to assist the
user in introducing and managing data. For instance, it
allows navigation to all forms via a dashboard that
launches after user login, supports data discovery using
a variety of filters, lists and custom thematic search
forms (Fig. 4); includes several auxiliary forms
functioning as vocabulary editors for the terms used for
attribute analysis, facilitates linking of multimedia and
citations with notes to any vocabulary term or data unit
(Fig. 5); and displays a preview of the text source being
processed with zooming ability natively (Fig. 2).
Regarding user assistance and error management, the
interface offers in-form tooltip explainers on how to
complete each field, records the user’s name and
timestamps new entries and the latest update for any
data unit or vocabulary term, while automated data
validation and error trapping mechanisms silently
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operate in the background. One final notable feature of the ELOT 743 standard (EAAnvikog Opyaviopog
the GUI concerns automation, as a module was Tomomoinong 2001; for an example see Fig. 2). The
compiled that performs automatic transliteration of the latter has proven a very efficient tool that drastically
transcribed Greek text into Latin characters based on reduces transcription time.
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Figure 4. Two examples of custom thematic search forms developed as part of the RURAL-CY graphical user
interface. The upper form is used to search for specific data units based on their material culture typology, while the
lower form reveals the text segment associations for all the data units. Each column in the forms can be sorted based on
content and queried using filtering functionalities of the software (e.g., the lower form is searching for the term “mv0*”
for pithoi in all columns). Illustration: Charalambos Paraskeva.
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Figure 5. Auxiliary form/vocabulary editor for the category/type attribute. The form supports input of terms with

descriptions for up to four nested levels, description of the relationship between the term and its parent term/category,

form filtering by term name, introduction of multimedia files with descriptions carrying both user text and appended
metadata, and addition of citations with commentary. Illustration: Charalambos Paraskeva.
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Figure 6: Flowchart of the end-to-end workflow
adopted by the RURAL-CY project. Groups indicate
software packages used for analysis, while arrows
indicate the movement of data. Illustration:
Charalambos Paraskeva.

2.2 Geodatabase and Data Processing Workflow

Moving past the archaeological information
management system, a second technical infrastructure
developed concerns the end-to-end workflow
developed for the data transfer between the MySQL
backend and statistical-spatial analysis software. In
summary, the workflow facilitates the compilation of
data in MySQL, data transfer to Microsoft Access 365,
processing, structuring, and analysis of data in
Microsoft Excel 365, and, linking of data in ArcGIS
Pro (Fig. 6).

Specifically, the workflow commences with a complex
query that is saved in the MySQL backend database as
a stored procedure. When executed, the query links all
the data units with their associated text segments and
the content of their attribute analysis. Since the aim is
to produce a master table with all the data, all the one-
to-many and many-to-many relationships between the
data unit table and other tables are represented as
multiple rows of data. Whenever necessary, this stored
procedure can be called in Microsoft Access 365 via a
button on the Dashboard of the graphical user interface,
which executes VBA code and populates a pass-
through query in the background, -effectively
transferring the totality of data from MySQL to Access.
Following this, a System DSN for the Microsoft
Access 365 frontend was created utilising ODBC Data
Sources to let third-party software packages access the
data stored in the abovementioned query. Using this
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mechanism, the query populates a table in Microsoft
Excel 365. Several intermediary tables, pivot tables,
and dashboards referring to or mining data from the
linked master table, transpose, transform, and order the
assembled data into suitable structures either for
statistical analysis within Excel and other statistical
analysis software packages supporting spreadsheets, or
to prepare them for analysis in GIS mapping software.

Turning to the spatial analysis section of the workflow,
a geodatabase was developed in ArcGIS Pro to support
spatial analysis of the collected data from the written
sources. This geodatabase stores layers mapping and to
the extent possible geolocating any textual data
referring to identifiable and extant spatial entities, such
as villages, monasteries, churches, metochia, industrial
installations, and toponyms. The latter geodata was
compiled by visually comparing the locational data
referred to in the text sources (i.e., toponym and village
names) to georeferenceable data found in the 1:5000
Cadastral and Topographic Maps of Cyprus that date to
the early to mid-20th century AD.? Though a long and
challenging task, the first case study attempting to
geolocate the spatial data referred to in the Grand
Manorial Codex for the Machairas monastery and its
dependencies proved highly successful, as it was
possible to geolocate with confidence about 70% of all
locations mentioned in the source text (Fig. 7). After
compilation of the georeferenced data for the historical
toponyms, the pre-processed Excel worksheets

*Toponyms in the written sources are always listed
under a village, metochion, estate or
anotheradministrative unit, while the properties
associated with toponyms almost exclusively concern
land cultivation (e.g., orchards, vineyards, fields, etc.).
Thus, to identify these historical toponyms on the
Cadastral and Topographic maps, the larger
administrative units, were considered as places of
origin. Given their association with agricultural
activities, an assumption for one round rip per outing
and an estimate for a maximum 4-6 hours of donkey
travel per day covering 24-30 km (Boas-Vedder 1985:
140; Adams 2007: 245 (n. 89); Raepsaet 2008: Tbl.
23.4; Mitchell 2018: 131 (Tbl. 5.2); see also similar
estimates in: Feseha et al. 2004: 49 (Tbl. 3)) were used
to draw a 15km buffer from each place or origin. All
modern-day toponyms falling within the buffer area
were cross-checked with the historical toponyms
collected from the written sources for the specific place
of origin. Any toponyms found to be associated with
and situated at a relatively secure distance, namely did
not obviously fall within the territory of another
administrative entity, were considered potential
matches for the historical toponym under examination
and were geolocated as points.

carrying suitably structured attribute analysis data were
imported in ArcGIS Pro and using table joins enhance
the geodata and facilitate both the visualisation and
spatial analysis of the collected attribute data. Finally,
it is worth noting that the georeferenced historical
toponyms were further enriched using spatial joins to
other geodata layers (e.g., hydrology, geology, soil
maps, etc.), which can potentially lead to an inverse
feedback loop and supplement the text analysis with
new relevant geoinformation.

To sum up, an end-to-end workflow for linking data
from the backend MySQL database to statistical and
spatial analysis third-party software was developed as
an integral part of the RURAL-CY project. The
workflow has been evaluated and proven effective, as
even though it demands dedication of time for the
initial setup, it allows the non-expert users of the
system to coalesce all the data and transfer them to
other software packages for analysis.

3. Conclusions

This paper has presented the objectives, technological
infrastructure and workflow adopted and maintained by
the RURAL-CY project. The principal and novel
infrastructure  developed is the archaeological
information management system that was designed
with a view to assist the rapid and efficient input,
segmentation, analysis, management, and output of
data from a complex set of written sources. Given the
challenging nature of the sources, the main concern has
been to create a structure that is both rigid enough for
data quantification and spatial-statistical analysis, and
at the same time flexible and fluid to accommodate
ambiguity, partial knowledge, and researcher bias. It is
acknowledged that the system developed has only been
tested using a very specific type of source that is the
focus of the project, namely Church property lists, but
it is contented that due to the openness and
expandability of its structure, it can accommodate the
addition of any new attribute/concept required for
analysis of any type of text.

In terms of project progress and the future, RURAL-
CY has digitised all the written sources of the project
via digital photography; transcribed in Greek,
transliterated and translated in English the text of the
Grand Manorial Codex, extracted and analysed in the
custom-designed system all the data concerning
material culture found in the written sources, and
enriched the vocabularies supporting these data with
additional information from unpublished and published
primary and secondary sources, such as codices,
traveller texts, and other relevant bibliography. After
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completion of the data collection, the project has
extracted the data from the system, conducted in-depth
statistical analyses of the assembled data, mapped a
subset of the data and to the extent possible geolocated
churches, monasteries, metochia, agricultural lands,
pre-industrial workshops, and other installations.
Finally, it is worth mentioning that the project is

currently in the final phase of carrying out spatial-
statistical analyses that explore matters of interest,
while it is also seeking to secure appropriate
permissions from the intellectual property rights
holders of the written sources under analysis to render
all the data contained in the system open access based
on FAIR principles.
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Abstract

The performance of different distance measures for binary data as unbiased estimators of population divergence in
bioarchaeological studies is examined using 10 datasets of nonmetric traits taken from the literature. The measures are
based on the application of the probit, logit, and arcsine transformations to the sample proportions. The case of
untransformed data is also examined. It is shown that the main source of biased estimations at low and high proportions
is the data transformation adopted in these measures that results in variances that are asymptotically valid within a range
of proportion values around 0.5. The estimation of variances via simulations improves their performance and the
measures in most cases become nearly unbiased estimators. For further improvement, a new modification of these
measures is proposed, which makes them strict unbiased estimators of population divergence throughout the proportion
range. This modification does not alter the measure of divergence based on untransformed data, which is a strict
unbiased estimator irrespective of the use of simulated or non-simulated variances. The computation of the proposed
measures is implemented using custom functions in R.

Keywords: measures of divergence; binary data; simulations

1. Introduction

Bioarchaeology is the contextual study of human
remains from archaeological settings, and it can
provide key information regarding life in the past (diet,
disease, mobility, physiological stress etc.) (Buikstra
and Beck 2017). Among the key aspects
bioarchaeologists examine is past gene flow, that is,
kinship and mobility. Bioarchaeological studies of
mobility have traditionally relied on so-called
biodistance analysis (Pilloud and Hefner 2016).
Biodistance  analysis employs the phenotype
(morphological and metric traits of the skeleton and the
teeth) as proxies for the genotype under the premise
that the former is largely controlled by the latter. In
other words, individuals and groups who share the
same phenotype (the same morphological skeletal and
dental traits and/or cranial and dental dimensions) tend
to be genetically related. This, in turn, elucidates
patterns of kinship and larger scale gene flow (the
mobility of people and their genes). Although
palacomobility studies are increasingly based on
isotopic and ancient DNA analyses, biodistance studies
are still very popular due to their non-destructive
character and low-cost, and more advanced statistical
methods for the processing of the phenotypic traits
keep being developed.

Before proceeding to the presentation of the state of the
art in the estimation of measures of divergence and the
issue that the current paper addresses, some basic
definitions are important. We hereby define a
population as the entire group of individuals who ever
comprised specific archaeological cultures. The sample
is the number of individuals who are available for
anthropological analysis; thus, the sample is a subset of
the population. The term individuals is used to denote
single skeletons from each sample, while the term
dataset encompasses the individuals of different
samples, depending on the comparisons performed.

The Mean Measure of Divergence (MMD) is the most
commonly adopted measure of population divergence,
that is, a mathematical distance used to estimate
biodistances — phenotypic distances as a proxy to
genetic ones(de Souza and Houghton 1977; Harris and
Sjevold2004; Irish 2010; Nikita 2015; Nikita 2017;
Santos 2018; Sjevold 1977; Zertuche and Meza-
Penaloza 2010). The use of the MMD began in the
1970s and continues until now. The MMD is based on
the arcsine transformation of the traits proportion
(relative frequency) in the samples and its estimation
nowadays is carried out using the formulas presented
by Sjevold (1977) and Harris and Sjevold (2004),
whereas an interesting estimation of the MMD using
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the bootstrap method has been proposed by Zertuche
and Meza-Pefialoza (2010).In a recent paper (Nikita
and Nikitas2021), three new measures of divergence
based on untransformed data (UMD) and the logit
(LMD) and probit (PMD) transformations have been
examined. It was found that the UMD outperforms all
other measures in the sense that it is a strict unbiased
estimator of population divergence and does not exhibit
application problems at very low or very high trait
proportions. The MMD is a satisfactory distance
measure for binary data, although its application
requires a careful test to avoid biased estimations of
population divergence when there are small sample
sizes and many traits with trait proportions lower than
0.1 or greater than 0.9. In what concerns the LMD and
PMD, i.c. the measures of divergence based on the
logit and probit transformations, these are more prone
to biased estimations of population divergence than the
MMD in datasets with small sample sizes and low/high
trait proportions.

A limitation of the MMD and its currently available
variants, with the exception of the UMD, is that these
measures are not strict but asymptotic unbiased
estimators of population divergence. This is due to the
use of variances that are asymptotically valid in a
limited range of proportions around 0.5.At this point
we should clarify that in the arcsine transformations
adopted in the MMD the variances are independent of
the population trait proportion p, whereas in all other
transformations discussed in Nikita and Nikitas (2021),
the variances depend on p. Nonetheless, all these
transformations are asymptotically valid for
proportions around 0.5 and not particularly small
sample sizes, n. In contrast, the variance of the
untransformed data (i.e. when using UMD) is given by
the exact expression p(1-p)/n, and it is valid throughout
the p range, i.e., from p=0 to p=1. Noting that in
biodistance studies the aim is to obtain reliable
information on affinities between populations and not
between samples, a straightforward approach to
improve the validity of the measures of divergence
based on transformed data is to replace the approximate
variances by simulated ones. This is the purpose of the
current study.

Based on these observations, in the present paper we
use simulations to estimate variances and examine the
performance of the MMD, LMD, and PMD when
applied to the entire range of proportions, from 0 to 1.
However, as we found that this procedure alone may
not solve the problem of biased estimations, we also
propose, apply, and discuss a new approach in defining
these measures of divergence that makes them strict

unbiased estimators of population divergence.
2. Mathematicalbackground

The general expression of a measure of divergence
between two samples, 1 and 2, consisting of binary
data may be given by (Sjevold 1977; Nikita and
Nikitas 2021, Nikitas and Nikita 2022):

MD = Z{(tli — t))* = Var(ty;) — Var(t;)}(1)
i=1

where r is the number of variables (traits) and t is any
sample statistic, t = t(¢,n), with variance, Var(t), that
tends to zero in the population. In general, Var(t) is a
function of p and n, i.e., Var(t)=f(p,n). If n;, ny; are the
number of cases of trait i in samples 1 and 2, and ky;,
ky; the number of individuals in the samples possessing
the trait i, then t;; and t) may be the proportions
(relative frequencies)e;=kji/njand  @r=kyi/nyor any
proper transformation of ¢; and @,;. The current study
concerns cases where t = ¢ as well as where t is the
arcsine, probit, and logit transformation of ¢.

Up to now, except for the identity transformation, t =
¢, only approximate expressions have been used for the
variance Var(t). However, as already pointed out in the
Introduction, the applicability of the MD can be
extended over the entire range of ¢ values if we reject
approximate expressions for the variance Var(t) in Eq.
(1)and estimate values of Var(t) as accurately as
possible via simulations. The details of the various
simulation procedures adopted in the present study are
described in section 3.2.

Taking into account that the variance of the sample
statistic t tends to zero in the population, the
application of Eq. (1) to calculate the divergence
between two populations yields:

MDp = Z(tu(Pu) - tZi(pZi))Z

i=1

= Z(Tu — Ty)? @)
im1

where p is the ¢ value in the population. In what
concerns the expected value of MD, we have:
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E[MD] = ) B[ty — £2)*] - EVar ()]
i=1

— E[Var(t;)]}

Now, taking into account the definition of the variance
of a random variable Z from E[Z°] = (E[Z])* + Var(Z),
the above formula is transformed to:

EIMD] = ) {(El(ty: — t:))? + Var ()
i=1

+ Var(ty) — Var(ty;) — Var(t)}

because the variances Var(ty;), Var(ty;), as, in
general, functions of p and n, are constants and
therefore E[Var(tji)] =Var(tﬁ). Thus, we finally
obtain:

EIMD] = > (El(t:; — £:)])?
i=1

= ) (Elty] - Elt)? 3)
i=1

It is seen that the MD is an unbiased estimator of
population divergence only if the population
divergence is expressed by the sum of the squared
differences between the expected t values and that this
sum coincides or at least converges satisfactorily with
the MDp defined from Eq. (2). From the
transformations studied in this paper, this is strictly
valid for the transformation that uses the identity
function, i.e. t = @, since, in this case, the equality E[t]
= E[e] = p = T holds for every ¢ and n value and,
therefore, Egs. (2) and (3) give always identical results.
For the other transformations, E[t] = T is
asymptotically valid in a range of ¢ values around 0.5,
which is the range of ¢ where each transformation
holds (see Sjeovold1977, equations 1.51). However,
when Eq. (1) is applied to the entire range of ¢ values
via simulations, it is improbable that the equality E[t] =
T holds throughout the ¢ range, resulting in population
biases, the magnitude of which is expected to depend
on the percentage of ¢ values close to 0 or/and 1, as
well as the presence of small sample sizes n.
Additional problems may arise when a transformation
depends upon n, t=t(¢,n), such as the Anscombe and

Freeman-Tukey transformations (Harris and Sjevold
2004). This relationship of t upon n may be weak, but it
can cause issues when n is very small. In this case, the
expected value E[t] depends upon n and, therefore, the
population divergence defined from Eq. (2) depends
also upon the sample size, i.e. a population property is
defined from its sample size, which is problematic.

If the application of Eq. (1) to a certain dataset presents
strong biases even using simulated variances, a simple
approach to overcome them is via the following
correction:

MDc = MD — E[MD] + MDp

where MD, MDp, and E[MD] are given by Egs. (1) to
(3). It is seen that for the computation of the MDc, we
need first to simulate the populations from which the
samples of the dataset originate and then draw
randomly samples from these populations. The
populations can be straightforwardly generated from
uncorrelated multivariate binary variates with marginal
probabilities the ¢values of the original samples, since
¢ is an unbiased estimator of the population p value
and the correlations between variables affect neither
the MDp nor the E[MD].From the simulated
populations, the MDp can be calculated using Eq. (2),
whereas the random samples drawn from these
populations are used to estimate the E[t;]values, which
are further used to estimate E[MD] from Eq. (3).

From the definition of this new measure of divergence,
we observe that MDc = MD when using untransformed
data and that irrespective of the transformation
adopted, the MDc is always an unbiased estimator of
population divergence because E[MDc] = E[MD] —
E[MD] + MDp = MDp.However, there is a critical
point that we should consider when using Eq. (4) to
compute the MDc. The validity of the calculated MDc
depends upon the validity of the estimated E[MD].
Note that this quantity is estimated via iterations, where
the number of iterations, N,,,, is the number of samples
that are randomly drawn from the populations.
Therefore, a preliminary test using different iteration
numbers is necessary to determine the optimum Nj,,.

Finally, we should comment on the following two
points: 1) A basic assumption in the theory of the
MMD is that the size of the populations should tend to
infinity (Sjevold1977,page 16). It is under this
assumption  that  the  variances Var(ty;) =
1/ny;, Var(ty;) = 1/ny; in Eq. (1) for the MMD tend
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to zero in the population and make the MMD an
unbiased estimator provided that ¢takes values around
0.5. In practice, this assumption means that the size of
the populations should be as large as required for the
variances to contribute insignificantly to the MDp. This
is a reasonable assumption for biological populations
since the population size includes the total number of
members of the population for many generations. If,
despite this general trend, there are populations with
relatively small sizes, the expected value of the MMD,
E[MMD], differs from the population MMD, MMDp,
by the sum of the population variances. Therefore, in
this case the MMD is no longer a strict unbiased
estimator of population divergence. These observations
apply to all measures of divergence considered in the
present study. 2) In all distance measures defined from
Eq. (1) negative and, therefore, Dbiologically
meaningless contributions to MD appear
t1; = ty;. These contributions must not be eliminated,
even when they lead to negative MD values because in
this case the MD ceases being an unbiased estimator.
This issue is discussed in detail in Nikita and Nikitas
(2021).

when

3. Materials and Methods
3.1. Materials

We selected initially five datasets to test the
performance of the measures of divergence under
study. These were obtained from the literature and in
particular, two datasets from the Ossenberg database of
cranial nonmetric traits (Ossenberg 2013), freely
available online at:
https://borealisdata.ca/dataset.xhtml?persistentld=hdl: 1
0864/TTVHX, one dataset from Konigsberg’s website

(http://faculty.las.illinois.edu/lylek/)(Konigsberg 1990),
and the other two from the supplementary materials at
Zertuche and Meza-Pefaloza (2020) and Nikita and
Nikitas (2021). From the Ossenberg database we
created one dataset of eight African assemblages with
36 traits (AF-36) and another dataset of eight Eurasian
assemblages also with 36 traits (EU-36). The other
three datasets consisted of a) seven ancient Greek
assemblages of 28 traits (GR-28), b) seven
assemblages of 13 traits from the Basin of Mexico
(MEX-13), and c) 14 assemblages of eight traits of the
Lowilva dataset (LO-8), respectively. Note that the
Lowilva dataset includes samples from the Lower
Illinois River Valley and some sites

Mississippi River Valley (Konigsberg 1990).
A common feature of all these datasets is the great
percentage of traits with small and very small ¢ values,
whereas the MEX-13 dataset includes traits with ¢=1.
For this reason, we proceeded to data editing by

from the

removing traits with ¢=0 or/and ¢=1. This procedure
led to the creation of another five datasets characterized
by a drastic reduction in the number of traits, since in
most cases more than half of the traits were deleted.
Table 1 presents the percentage of low and high trait
frequencies in all datasets studied. The complete files
of these data are available from the authors upon
request. Note that in these datasets there are a lot of
missing data. The missing data do not play any role in
the treatment because we always calculate and use
relative frequencies, ¢. However, the logit and probit

functions are not defined at ¢ = 0 and ¢ = 1. In this
case, Bartlett’s correction has been used (Harris and

Sjevold 2004), which entails the replacement of ¢ = 0
with @ = 1/4n and ¢ = 1 with ¢ = 1-1/4n.

Dataset Traits | ¢<0.1 | ¢<0.05 | ¢=0 0>0.9 | 9=0.95 | o=1
AF-36 36 44.1% | 31.3% 27.1% 0 0 0
AF-14 14 9.8% 0.89% 0 0 0 0
EU-36 36 47.9% | 34.0% 18.4% 0 0 0
EU-16 16 17.2% | 7.0% 0 0 0 0
GR-28 28 51.0% | 35.7% 20.9% 0 0 0
GR-12 12 8.3% 3.6% 0 0 0 0
LO-8 8 35.7% | 26.8% 9.8% 6.3% 0 0
LO-5 5 7.1% 1.4% 0 10% 0 0
MEX-13 | 13 27.5% | 19.8% 15.4% 5.5% 5.5% 4.4%
MEX-6 6 16.7% | 4.8% 0 0 0 0

Table 1. Percentage of low and high trait frequencies in datasets adopted in the present study
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3.2. Simulations and software
3.2.1. Simulation of variances

The variance of the binary variable of a certain trait and
sample, V = Var(t), appearing in the definition of a
measure of divergence, Eq. (1), as well as in all
relevant expressions, is, in the general case, a function
of the number n of the cases in the trait of question and
its proportion p in the population, which is
approximated by the corresponding sample
proportiong, i.e. V=V(n,p).At a given (n,p) pair the
estimation of the variance via simulations is
straightforward. In the R programming language we
may use the function rbinom(n, 1, @) to create a sample
from n binary data that come from a population with
relative frequency equal to ¢. This step is repeated
many times, in our study 10000 times, and at each
iteration, the transformed value of the average value of
the sample values is calculated. In this way a random
value Z is computed, which is used to estimate the
population variance V from V=E[Z*]-E[Z]?, where E
denotes the mean value.

Note that this procedure usually requires long
computational time. To reduce this time, we worked as
follows. Consider the number of cases of trait i in
sample s, ng. At each ng the value of V is estimated via
the above simulation on a preset lattice of ¢ values.
Then the V value at an intermediate ¢ value is
estimated by means of cubic spline interpolation using
the splinefun() function of R.

3.2.2.Generation of simulated data

To compute the MDc from Eq. (4), as well as to test
whether a distance measure is an unbiased estimator of
population divergence or not based on a dataset of
samples with binary data, we need first to simulate the
populations from which the samples of the dataset
come. For this purpose, we followed the approach
described in Nikita and Nikitas(2021). Thus, taking
into account that the intercorrelations among the traits
affect neither the biased/unbiased estimation of the
population divergence nor the expected values E[t;]
used in Eq. (3) and that a correlation matrix does not
always conform with the marginal probabilities, we
used the rmvbin() function of the bindata library of R
to generate multivariate binary variates using as
marginal probabilities the ¢values of the original
samples. In the present study, populations of size
100000 were created from which a preset number of
samples, i.e. number of iterations N, usually ranging
from 1000 to 5000, was randomly drawn. Each MD
was calculated between the samples of the original

dataset (MDs), between the corresponding populations
(MDp) using Eq. (2) as well as between the samples
drawn from the populations. The latter distances were
averaged to obtain the averaged MD (avMDs). In
addition, the random samples drawn from the
populations were used to estimate the E[t;] values,
which were further used to estimate E[MD] from Eq.
(3).Note that the avMDs is in fact the long-run average
value of MD and, therefore, it is an alternative estimate
of the expected value of MD. Thus, E[MD] and avMDs
are expected to converge.

When a MD is an unbiased estimator, the distances
MDp, avMDs, and E[MD] coincide. Therefore, a
scatterplot displaying these distances for all pairs of
populations/samples can be used to visualize biases and
detect their magnitude. An additional useful property is
that these distances vary from the MDs estimated
between the samples i and j by the quantity AV = V; +
V;(Nikita and Nikitas 2021). This means that if the
calculated distances MDp, avMDs, and E[MD] on the
simulated data are corrected by subtracting the quantity
AV, then these distances will coincide with the MDs
provided that MD is an unbiased estimator of
population divergence.

For a quantitative measure of the performance of a
measure of divergence as an unbiased estimator, we
may use the quantity:

100 z
SSD = Z(Xi -* D
i=1

q(MDSmax - MDSmin )2

where q is the number of pairwise MDs in the original
dataset and X, Y are the compared distances (MDp,
avMDs, E[MD], MDs).This is the sum of squared
differences between the compared distances
normalized by the range of the MDs values (MDs -
MDs,iy). Therefore, for a MD to be an unbiased
estimator of population divergence, the SSD values
between MDp and E[MD] or between MDp and
avMDs should be as small as possible, usually well
below 0.1.

In what concerns the MDc, by its definition, this is
always an unbiased estimator of population divergence.
This means that if we compute the MDc between the
samples drawn randomly from the populations and
average them to obtain the averaged MDc (avMDc),
the averaged MDc coincides always with the
population distance MDpc. However, this is strictly
valid if the variances have been computed via
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simulations. Therefore, there is need to verify that
MDc is indeed an unbiased estimator. For this reason,
we may use the scatterplot displaying the MDpc and
avMDc for all pairs of populations/samples or the
corresponding SSD values, i.e. the SSD values between
MDpc and avMDc. Moreover, as for the MDs, we
easily find out that the MDpc and avMDc vary from
the MDc by the quantity AD = AV + E[MD] — MDp.
Therefore, if MDpc and avMDc are corrected by
subtracting AD, they will coincide with the
MDc.However, we should note thatto use this
correction for the MMD under Anscombe and
Freeman-Tukey transformations, the population MDp
should be computed using these transformations with
the sample size and not the population size. We denote
this population distance by MDp.ad;.

3.2.3. Software

For each distance measure presented in this study two
homemade functions have been written in R, except for
the UMD for which only one function is necessary.
The first function estimates the MDc using several
preset numbers of iterations Ny, From the obtained
sets of MDc we can easily select the optimum Ny,
which is the minimum Nj,, value that gives converged
MDc values with the highest used Nj,,. Such a function
is not necessary for the UMD, since for this measure
MDc = MD. The second function calculates among
others: a) the MDs between all pairs of samples of the
original binary dataset; b) the population measures of
divergence MDp and E[MD]; c)the averaged distances
avMDs between the samples randomly drawn from the
populations; d) the distances MDc and avMDc, e) the
standard deviations of MDs and avMDs; and f) SSD
values between several pairs of distances. In addition,
the functions provide p-values based on three standard
approaches making use of the chi-squared distribution,
the normal distribution, and the first four distance
moments of the distance distribution. Note that the p-
values are strictly valid under the assumption that the
traits are independent. All functions, except for that of
the UMD, have the option to subtract from the
simulated distances the quantities AV and AD. For the
UMD there is no need to subtract AD.Note that in all
above computations the variances are estimated via
simulations but there is also the option to use the
approximate relationships discussed in Nikita and
Nikitas (2021). All software material, along with
detailed instructions, is available from the authors upon
request and at the Zenodo repository (DOI:
10.5281/zenodo.5798100).

4. Results and Discussion
4.1. Number of iterations

First, we searched for the optimum number of
iterations, Ny, i.e. the number of samples that are
randomly drawn from the populations, used in the
computation of the MDc. For this purpose, we can use
plots of MDc vs. distance pairs at various values of N,
as well as plots of MDc vs. N, at various distance
pairs. Such a plot is shown in Figure 1 for the MMDc
under the Anscombe transformation. We observe that
the convergence to a constant MDc value is achieved
using relatively low N, values. In general, from the
tests carried out in the 10 datasets adopted in the
present study we found that a good value for N, is
1000, although for the LO dataset there was a small
number of distances requiring slightly higher N,
values and for this reason the value N, = 2000 was
used for all pairwise MDc of this dataset.

MMDc

L L 1
10 100

10000

1000

iter
Figure 1. Plot of MMDc computed using Anscombe’s
transformation at various pairs of samples of the EU-16
dataset versus Nj,. Variances are estimated via
simulations.

4.2. Distance biases

As pointed out in section 3.2.2, the performance of a
distance measure as an unbiased estimator of
population divergence can be estimated from
scatterplots and the SSD values. For the MD, the
scatterplots should display the pairwise measures MDp
and avMDs, whereas for the MDc they should display
the measures MDpc and avMDec. These plots may also
include the measures MDs, E[MD], and MDec,
respectively.

Selected scatterplots and SSD values are presented in
Figures 2 to 5 and in Tables2 and 3. From the plots and
the SSD values, we observe the following. The UMD is
the only distance measure that is a strict unbiased
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estimator of population divergence under all
conditions, from ¢ = 0 to ¢ = 1, irrespective of using
simulated or not variances. This property makes its
application simple and fast as it can employ non-
simulated variances. The new proposed corrected
measure MDc, i.e. the PMDc, LMDc, and MMDc
using various arcsine transformations, is also a strict
unbiased estimator, however, only when the variances
are computed as accurately as possible via simulations.
The conventional measures of divergence, i.e. those
defined from Eq. (1), exhibit the following
characteristics. The use of approximate formulas to
estimate variances should exclude relative frequencies
equal to 0 or 1 and frequencies close to these extreme
values, which usually demands the deletion of a great

number of traits. However, even in the range of ¢
values which excludes very low/high frequencies,
relatively high SSD values may be detected (see for
example the Smith MMD when applied to the AF-14
and EU-16 datasets in Table 3), which entails biased
distance estimations. For this reason, a test that
examines whether a distance measure is an unbiased or
nearly unbiased estimator of population divergence is
necessary. The replacement of approximate variances
by simulated ones yields a considerable improvement
of the results in the sense that all the measures of
divergence discussed here become nearly unbiased
estimators.
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Figure 2.Plots of UMDs (0), UMDp (+), E[UMD] (A),

and avUMDs (X)estimated on the EU-36 and EU-16
datasets.
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estimated on the AF-36, EU-16, GR-28, and LO-8 datasets.

Datasets: | AF36 | EU36 | GR-28 LO-8 | MEX-13
SSD between MDp (or MDp.adj for the Anscombe and Freeman-Tukey (FT)
transformations) and avMDs
UMD 0.0464 0.0077 0.0026 0.0041 0.0032
PMD 0.1796 0.3370 0.0885 0.0614 0.1162
LMD 0.3274 0.5659 0.1594 0.1072 0.1964
MMD(Smith) 0.4311 0.2083 0.0841 0.2036 0.2517
MMD(Anscombe) 0.0563 0.0669 0.0192 0.0277 0.0438
MMD(FT) 0.2108 0.1659 0.0303 0.0705 0.1273
SSD between MDpc and avMDc
PMD 0.0168 0.0059 0.0011 0.0010 0.0008
LMD 0.0042 0.0040 0.0007 0.0007 0.0006
MMD(Smith) 0.0155 0.0024 0.0018 0.0007 0.0002
MMD(Anscombe) 0.0057 0.0050 0.0005 0.0018 0.0003
MMD(FT) 0.0065 0.0049 0.0008 0.0011 0.0002

Table 2. Selected SSD values between MDp and avMDs, and MDpc and avMDc when variances are estimated via

simulations
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Datasets: | AF-36 AF-14 | EU36 | EU-16 | GR28 | GR-12
SSD between MDp (or MDp.ad;j for the Anscombe and Freeman-Tukey (FT) transformations) and
avMDs
UMD 0.0706 0.0166 0.0179 0.0078 0.0060 0.0083
PMD 68.6410 1.3250 37.6392 0.1053 33.8548 0.8400
LMD 78.5198 3.6824 40.2800 0.6629 35.2913 2.0660
MMD(Smith) 1.5390 24.8204 0.5183 13.1246 0.2648 1.9970
MMD(Anscombe) 16.0384 0.2744 8.9356 0.1442 8.9356 0.1442
MMD(FT) 17.3181 0.2091 9.6644 0.0722 9.6644 0.0722
SSD between MDpc and avMDc
PMD 68.4278 0.1746 37.1003 0.2880 33.1999 0.0423
LMD 78.2787 0.5055 39.6588 0.1960 34.0877 0.1354
MMD(Smith) 0.6955 11.2768 0.1440 5.1541 0.1255 0.3920
MMD(Anscombe) 16.4435 0.9087 8.3260 0.3995 2.8874 0.0361
MMD(FT) 15.9401 0.1924 8.4956 0.0827 2.1626 0.0273

Table 3. Selected SSD values between MDp and avMDs, and MDpc and avMDc when variances are estimated via
approximate formulas

Thus, from the above results we conclude that the
proposed corrections PMDc, LMDc, and MMDc using
various arcsine transformations, along with the UMD,
are strict unbiased estimators throughout the ¢ range,
whereas the conventional MDs defined from Eq. (1)
with simulated variances are nearly unbiased
estimators and, therefore, they can be used to assess
population divergence but cautiously and only after
checking the extent of biases.

5. Conclusions

The proposed approach to estimate binary measures of
divergence via Eq. (4) results in strict unbiased
estimators of population divergence throughout the ¢
range, i.e. from ¢ = 0 to @ = 1, provided that the
computed via simulations. The
conventional measures of divergence defined from Eq.
(1), except for the UMD, which is always a strict

variances are

unbiased estimator, are in most cases nearly unbiased
estimators provided again that the variances are
estimated via simulations. From this point of view, the
use of simulated variances, although computationally
more intensive, improves the results since it extends
the range of applicability of Eq. (1) from ¢ =0to o =1
and reduces the biases. However, we should always
check whether this reduction of biases is satisfactory or
not. The UMD has the advantage that it is a strict
unbiased estimator without the need to estimate the
variances by  simulations, = which  simplifies
considerably its calculation.
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Abstract

This paper presents the results of research conducted to investigate the contribution of network approaches when exploring
past interaction and connectivity within trade, using Greek transport amphorae data. Using social network analysis (SNA), a
tool used to investigate social structure, static amphorae distribution data are brought together in a relational and dynamic
way. A specific dataset generated from amphorae data collected from nineteen sites around the Black Sea, between the
seventh and first centuries BCE, was used in the SNA. The Black Sea was an integral part of the protoglobal ancient world,
however, for historical reasons, this region has been secondary to the interests of western scholars. Using the Black Sea as a
case study not only revealed patterns in trade dynamics in this region, but also served to bring Black Sea studies to the
foreground when studying the ancient Mediterranean. SNA was conducted over two case studies, applying bipartite and co-
occurrence network approaches. This approach transformed small and disparate datasets into a cohesive body of evidence,
helping to reveal dynamic patterns within the dataset through network graphs and metrics. This research has provided a
proof of concept for SNA as a tool that can be used to investigate patterns related to trade dynamics through transport
amphorae distributions. The results help to understand nuances between methodological approaches to material culture
networks investigating ancient trade and demonstrates how patterns revealed using SNA can encourage researchers to ask
new and valuable questions about archacological data.

Keywords: social network analysis, Greek transport amphorae, Black Sea, Archaic period, Classical period, Hellenistic
period, bipartite network, co-occurrence network

1. Introduction distribution analysis (e.g. Tzochev 2016) it is possible
to identify patterns within a dataset that shed light on

Understanding trade dynamics exclusively through o )
connectivity and trade dynamics.

material culture can be problematic, but analysis of its
embedded role in networks offers crucial new
perspectives to further knowledge of ancient
interaction. Greek transport amphorae are considered
the most representative finds for understanding
changes in mechanisms for ancient trade and exchange
(Lund 2007; Monakhov and Kuznetsova 2017), and

This research builds upon a pilot project (Bartlet
Balicki and Rempel in press) to investigate nuances in
methodological application of SNA, primarily between
bipartite and co-occurrence networks, to push the study
of trade dynamics in the ancient Greek world into a
novel way reflective of its dynamism. The results are a

their distribution data is often used to explain patterns
in trade. Amphorae are highly typologised and often
comprise high proportions of ceramic assemblages,
making them obvious candidates for investigating trade
patterns; however, issues surrounding ancient reuse
and modern recovery and study biases mean that it is
difficult to interpret amphora distributions as direct
reflections of ancient long-distance trade (Lund and
Gabrielsen 2005; Panagou 2015; Lawall and Graham
2018). Social network analysis (SNA) offers a new
perspective to the interpretation of amphora data, as it
emphasises the interaction and connectivity between
actors rather than spatial distribution. By removing
spatial constraints often imposed through amphora

qualitative rather than quantitative interpretation of the
amphora distributions (Lawall and Graham 2018),
including preliminary conclusions about amphora
producers and consumers in the network and a
reflection on the analytical possibilities and new
insights that can be gained when this approach is
applied to larger datasets.

1.1 Trade Dynamics

Identification of trends in trade during a particular
period and establishing the dynamics of import and
export at a site are two key goals when studying trade
dynamics (Monakhov and Kuznetsova 2017). Amphora
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distribution data sheds light on past connectivity, but
interpretation of such data to measure strength of
connectivity between the exporter and consumer (e.g.
Bechtold 2008) is problematic when taken to represent
direct shipments (Lawall and Graham 2018, 164). We
know, however, that a variety of trading systems were
in use in the ancient Black Sea, from direct shipments
to down-the-line trade, as well as the predominance of
cabotage along coastal routes (Davis et al. 2018).
These trade dynamics can be investigated through
shipwreck evidence, where cargoes can shed light on
trends of produce being exported (Carlson 2012, 379);
production centres, to interpret the scale and
organisation of production and exportation (Whitbread
1995, 9); ancient sources, offering indications for the
types of commodities being transported (see Table 1)
and as evidence for scale of shipments (e.g.
Demosthenes, Against Lacritus, 35.19-20). The often
large quantities of imported ceramic material from
coastal and inland sites have traditionally been the
main tool for charting the development of ancient
Greek commerce (Whitbread 1995, 24) but spatial and
typological analyses have tended to rely on direct
trading models. This paper uses SNA to investigate
degrees of connectivity and centrality in the amphora
assemblages from different Black Sea sites (two-mode)
and within the assemblages themselves (one-mode).

1.2 Social Network Analysis

The primary aim of SNA is to recognise and interpret
patterns and the implications of these relations
(Wasserman and Faust 1994; Malkin et al. 2009;
Brughmans 2010). Network approaches are relational
as they focus on the relationships between social
entities, rather than individual actors themselves (Mills
2017). Social entities, or actors, are represented as
nodes, and the connections and relations between
actors are referred to as edges (Brughmans 2010; 2013;
Knappett 2016). Each connected pair of nodes and
their relations is known as a dyad.SNA aims to reveal
social structure within networks by presenting different
forms of centrality, cliques, or structural holes (Burt
1992; Knappett 2016).

Early applications for studying the ancient Greek world
in the first millennium BCE were primarily
metaphorical (e.g.Horden and Purcell 2000; Malkin
2003, 2011; Broodbank 2013), but can span to formal,
mathematical predictions (e.g. Verhagen et al. 2013;
Rivers et al. 2013; Brughmans et al. 2015). Formal
network analysis acts as a tool to highlight patterns
within datasets which are identified without human
bias, thus helping archaeologists to interpret complex

datasets and thus provoke interesting research
questions (Ostborn and Gerding 2014); narrow
research questions (e.g. Lawall and Graham 2018) and
formulate new ones (Leidwanger et al. 2014); it can
also offer new insights to old data and enable
archaeological hypotheses to be tested as a network
(Brughmans 2010).

Table 1 — Trade commodities from the Black
Sea region attested in ancient sources.

Commodity Ancient source
Cattle Polybius (4.38.4)
Fish Polybius (31.24, 4.38.4); Strabo
(7.4.6,7.6.2)
Goatskins Demosthenes (Against Lacritus
35.34)
Grain Demosthenes (Against Leptines

20.31); Isocrates (Trapeziticus
17.3-4); Herodotus (7.147);
Polybius (31.25; 4.38.4); Strabo
(7.4.6); Xenophon (4Anabasis
6.1.16)

Honey Pliny (21.45); Polybius (4.38.4);
Strabo (11.2.17)

Linen Strabo (11.2.17)
Oil Polybius (4.38.4); Strabo (12.3.12)
Salt-fish Demosthenes (Against Lacritus

35.34); Polybius (4.38.4)

Slaves Herodotus (3.9.7, 5.6.1); Polybius
4.38.4); Xenophon (4nabasis
7.4.2)
Wax Pliny (21.45); Polybius (4.38.4);

Strabo (11.2.17)

Wine Demosthenes (Against Lacritus
35.34); Polybius (4.38.4; 4.56);
Xenophon (Anabasis 6.1.15)

Wood Polybius (5.88); Strabo (11.2.17;
12.3.12); Theophrastus (Enquiry
into Plants 4.5.5)

Wool Demosthenes (Against Lacritus
35.34)
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Formal SNA has only recently been attempted in
relation to historical periods of the ancient Greek world
(e.g. Donnellan 2016a; Greene 2018; Lawall and
Graham 2018;Cline 2020), and only in a limited way in
relation to the Black Sea region (notable exception,
Donnellan 2021). This is an unfortunate omission, as
alongside the well-documented evidence for trade
between the Black Sea and the Aegean, increasingly
the local and regional trade within the Black Sea is
being studied, emphasising the likely ad hoc and
indirect nature of this trade (e.g. Saprykin 2017; Davis
et al. 2018; Bekhter et al. 2019; Parmenter 2020; Lewis
2022).

1.3 The Black Sea case study

The Black Sea was an integral part of the protoglobal
ancient Mediterranean world and ancient sources attest
to the trade of various commodities (Table 1) but for
historical reasons, this region has been secondary to the
interests of western scholars (Donnellan 2016b).
Amphora data examined in this research spans from the
end of the seventh to the mid first centuries BCE
(Table 2). The earlier period corresponds to a time of
Greek ‘colonisation’ when, in the last third of the
seventh and early sixth centuries BCE, numerous
Greek settlements were founded around the coast of the
Black Sea (Tsetskhladze 2002; Greaves 2007;
Ivantchick 2017). By the fifth century BCE, Greek
settlements were functioning as poleis (city-states) and
a robust Black Sea network had developed; this
intensified in the fourth and third centuries BCE, a
particularly prosperous time for the region (Rempel
and Doonan 2020). The end date of this study, the mid
first century BCE, corresponds with the end of the
Hellenistic period, before the changes in trade and
economy brought in with incorporation of region in
Roman empire. Using the Black Sea as a case study not
only enabled patterns in trade dynamics in this region,
but also served to bring Black Sea studies to the
foreground when studying the ancient Mediterranean.

Table 2 — Period names and dates used in the dataset.

2. Methodology

A dataset was generated for the Black Sea case study to
establish the possibilities made available through
differing SNA approaches. The amphora data selected
for the research was gathered from nineteen sites in the
Black Sea region through published archaeological site
reports and summaries of amphora distributions
(Figure 1; Table 3). The selected data was gathered
from datasets of assemblages of amphorae at individual
sites (e.g. Olbia; Orgame, Pichvnari, Vani) and
amphora producers (e.g. Sinopean amphora stamps ),
and the Eregli E shipwreck from the Turkish coa st of
the Black Sea . Eregli E was included to test the
applicability of integration of multiple source types
into a large complex dataset. Using multiple source and
site types, representing different processes within trade,
is a way of bridging the multi-scalar nature of human
society (Knappett 2011). The validity of the integration
of multiple site types within one large dataset is tested
against ideas of SNA being a useful tool to conduct
multi-scalar research.

Table 3 — Black Sea sites included in the dataset and
reference to publication containing amphorae data.

Period names Dates
Archaic 600-480 BCE
Early Classical 479-401 BCE
Late Classical 400-324 BCE
Early Hellenistic 323-251 BCE
Middle Hellenistic 250-151 BCE
Late Hellenistic 150-31 BCE

Map Black Sea Coastal Source
ID site region

1 Pistiros West Tuslova et al.
(2010)

2 Vani East Akhvlédiani
(2010, 141)

3 Berezan North Monakhov
(1999); Chistov
(2018, 93-96)

4 Olbia North Lawall et al.
(2010, 356-405)

5 Panskoe 1 North Kac et al. (2002,
107); Stolba
(2012, 235-241)

6 Gorgippia North Monakhov and
Kuznetsova
(2017, 97-8)

7 Elizavetovsk | North Monakhov and

oe Kuznetsova

(2017, 97-8)
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8 Phanagoreia | North Monakhov and (2017, 89-91)
Kuznetsova
(2017, 87-99) 15 EregliE South Davis et al.
shipwreck (2018, 63)
9 Volna-4 North Monakhov and
Kuznetsova 16 Sinope South de Boer (2007,
(2017, 87-91) 8;2013, 110);
Garlan (2007,
10 Beregovoi-4 | North Monakhov and 145)
Kuznetsova
(2017, 87-91) 17 Apollonia West de Boer (2008,
Pontica 119)
11 Chubovo North Monakhov and
Kuznetsova 18 Orgame West Lungu (1992,
(2017, 87-89) 71)
12 Hermonassa | North Monakhov and 19 Pichvnari East Akhvlédiani
Kuznetsova (2010 139-141)
(2017, 87-89)
13 Labrys North Monakhov and
Kuznetsova
(2017, 97-8)
14 Krasnoarmei | North Monakhov and
skoe-1 Kuznetsova

Figure 1 — Map of sites in the Black Sea region included in the dataset.(1) Pistiros; (2) Vani; (3) Berezan; (4) Olbia; (5)
Panskoe 1; (6) Gorgippia; (7) Elizavetovskoe; (8) Phanagoreia; (9) Volna-4; (10) Beregovoi-4; (11) Chubovo; (12)
Hermonassa; (13) Labrys; (14) Krasnoarmeiskoe-1; (15) Eregli E shipwreck; (16) Sinope; (17) Apollonia Pontica; (18)
Orgame; (19) Pichvnari.
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The final dataset included 12176 amphorae (see Bartlet
Balicki and Rempel 2024), with a dominance of data
from the Late Classical and Hellenistic periods. Data
was coded by including appropriate numerical
weighting, chronological slicing and geographic labels.
The dataset was compiled in a spreadsheet and
included origin, findspot, chronology and quantities of
amphora type. Careful consideration was given when
assigning data as actors (nodes) and when deciding
which relations between actors (edges) were important
and visible in the amphora data, as cautioned by
Knappett (2013).

The SNA software package used for this research was
UCINET (Borgatti et al. 2002), which offers suitable
analytical capabilities and clarity when presenting the
results of bipartite network analyses and has the
capacity to convert bipartite networks into co-
occurrence networks by creating co-occurrence
matrices automatically for the researcher from two-
mode edge lists. UCINET also has the capacity to
analyse bipartite networks by node type (separated by
context/affiliation). This is useful when studying
different node types within a network and research on
packages of material culture could benefit through the
use of this software (e.g. Arthur et al. 2018).

Two case studies are presented in the paper, which
explored the use of bipartite and co-occurrence
network methods in relation to archaeological research
focusing on trade dynamics. Two-mode (bipartite)
networks are useful for looking at patterns relating to
the dynamics of import at a site and enabling
comparisons of import patterns at particular sites
within a dataset. One-mode (co-occurrence) networks
focusing on amphora as actors can be used to reveal
packages of amphora types around the Black Sea,
useful for studying trends in trade during a particular
period.

Visual inspection of network graphs is the first step in
understanding SNA results in a qualitative way. As a
result of the principles underlying SNA, the distance
between nodes plotted on network graphs is indicative
of the strength or number of ties between actors
(Brughmans 2010). Related nodes are drawn closer in
the network structure (de Nooy et al. 2005). This helps
identify nodes with similar characteristics and those
with a strong or weak position.

Exploration of statistical results helps to test
hypotheses  generated from visual inspection
(Brughmans 2010). Centrality measures (Table 4) are
the most popular in archaeological SNA (Brughmans
2013; Mills 2017) determining ‘how well connected a
node is within its local environment’ (Malkin et al.
2009, 5). We argue that the best use of SNA in
archaeological research is as a tool to explore patterns
in a data set which allows the researcher to investigate
different aspects of the project.

Table 4 — Summary of centrality measures.

Measure Description
Local Considers the number or
centrality proportion of nodes a specific
node is connected to
Global Determined by the distances
centrality between nodes in a graph
Relative Based on how much a node is
centrality ‘between’ other nodes in the

same graph

Betweenness | A node’s centrality is based on

centrality how frequently it is part of the
shortest distance between other
nodes

Closeness A node is central if it can

centrality interact quickly with all others

Eigenvector Node centrality is based on how

centrality important or influential their

position is within the network
compared to other nodes

3. Case Study 1: Bipartite Networks

This case study presents a series of relational bipartite
networks, representing amphorae distribution patterns
from the full dataset, in 6 time-sliced graphs (Figures2-
7).Time-slicing networks is one approach to tackling a
multi-scalar approach (Ostborn and Gerding 2014).
Node shape and colour distinguishes whether the node
represents a site (blue square) or amphora (red disc).
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3.1 Visual inspection

For the Archaic period (Figure2) there are two clusters
within the network. The amphora cluster represents
amphora types circulating in the Black Sea, present at
every site in the Archaic dataset: Chian, Klazomenian,
Lesbian, Samos-Milsian, and Unattributed. In the Early
Classical network (Figure3) Thasos, Chios, Thasian
Circle and Heraclea Pontica are amphora production
centres involved in the central cluster.

In the Late Classical network (Figure4), amphorae
from Sinope, Heraclea Pontica and Chios become
central as they connect Olbia to the rest of the network.
Sinope is connected to all sites except Pistiros and
Pichvnari, and many of the sites are only connected to
Sinope. Pistiros and Pichvnari form a secondary
cluster. Pistiros, located to the west of the Black Sea,
and Pichvnari, located to the east, are unconnected
themselves and geographically peripheral to the central
cluster of sites are located on the north coast of the
Black Sea. To consider the similarities between small,
trade-oriented sites like Pistiros and Pichvnari opens
possibilities for new questions about the mobility
created through trade at ‘outposts’ in the Black Sea
world.

’Southorn Asia Minor

@ Proto-Thasian

_XKlammenal i —

Sinope is connected to every site in the Early
Hellenistic network (Figure5). The dominance of
Sinope in the dataset is in part due to its recognisable
amphora stamps which have been catalogued, but also
reflects a marked dominance of coarse wares from
Sinope at Black Sea sites during this period (e.g.
Inaishvili and Khalvashi 2010). Chersonesos, Thasos
and Rhodes also connect two clusters of Black Sea
sites.

In the Middle Hellenistic network (Figure6) visual
inspection shows that the network is limited to Olbia,
Sinope, Rhodes and Apollonia Pontica. This is a result
of the initial dataset not being broad enough to capture
potential networks. Figure 7 shows no meaningful
network for investigating trade dynamics in the Late
Hellenistic dataset; however, it can be understood as an
ego-network (see Greene 2018), suggesting an
alternative way that data could be further examined.
For example, the Late Hellenistic ego-network could
be expanded to include additional sites which share the
same amphora types. This method is useful as a
process for expanding datasets and directing research.

North Aegean
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Figure 2— Archaic bipartite network graph.
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Figure 3— Early Classical bipartite network graph.
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Figure 4 — Late Classical bipartite network graph.
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Figure 5 — Early Hellenistic bipartite network graph.
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Figure 6— Middle Hellenistic bipartite network graph.
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Figure 7 — Late Hellenistic bipartite network graph.
4. Case Study 2: Co-occurrence Networks

The second case study interprets the data through a co-
occurrence network approach. This approach was taken
to focus visual inspection of patterns within the
network to focus primarily on the amphora types, to
help consider questions of trends in trade dynamics
based on the objects involved in trade. We hoped the
use of co-occurrence networks of amphora types would
lead to patterns of packages of amphorae to emerge.
The co-occurrence network representing amphorae as
nodes was analysed further to understand more about
the attributes of their presence at different sites. The
Late Classical and Early Hellenistic datasets are
presented here due to their size.

4.1 Late Classical

There are two main clusters in the Late Classical co-
occurrence network (Figure 8): Sporades, Northern
Ionian, North Aegean, Erythrai, and South-eastern
Aegean in one, and Knidos and the Thasian Circle in
the other. The two main clusters are connected by
Heraclea Pontica, Lesbos, Sinope and Chios. The

Punic

Northern Ionian

/. Heraclea Pontica

Colchis

@ North Aegean

betweenness centrality (Table 5) provides numerical
values for this observation. Sinope, then Chios and
Heraclea Pontica have the highest betweenness values
indicating they connect the two main clusters the most.
Lesbos has the next highest betweenness value, as it
connects the two main clusters, but to a lesser extent.
Solokha I is the next highest node for betweenness
centrality; this is because these amphorae connect the
third cluster (one node), Colchis, to the rest of the
network.

Using betweenness centrality to highlight ‘packages’ of
amphorae moving around the Black Sea indicates that
amphorae from Sinope, Thasos, Chios and Heraclea
Pontica were the most present amphora types across
assemblages throughout the Late Classical network.
Sinopean, Thasian, Chian and Heraclean amphorae
may have been the most important amphorae in
facilitating connectivity in Black Sea networks, as they
are the amphora types connected with the most other
types of amphorae.
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Ainos Ouranopolis
Erythrai Lesbos Peparathos
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Figure 8 — Late Classical one-mode co-occurrence network graph (blue disc: amphora from Aegean centre; green disc:
amphora from Black Sea centre; white disc: unknown origin).

Table 5 — Betweenness and Eigenvector centrality for Late Classical co-occurrence network.
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4.2 Early Hellenistic

Visual inspection of the Early Hellenistic graph
indicates that four amphora types from Black Sea
centres are more prominent in the centre of the
network, alongside five Aegean types (Figure 9).

In the Early Hellenistic period, amphorae from Rhodes,
Sinope, Thasos and Chersonesos have the highest
betweenness and eigenvector centralities (Table 6),
showing they are the most active in connecting the
network, and are the most influential amphora types.
When looking at the Eregli E shipwreck, we have
direct evidence that Chersonesian, Sinopean, Chian,
Thasian, Rhodian, Knidian and Mushroom type
amphorae were being transported together (Davis et al.
2018). While the inclusion of this shipwreck does add
to the centrality

of these nodes, their co-occurrence at other sites within
the Black Sea are the primary influencers of their
centrality within the network. This method highlights
the possibilities for patterns of centrality in co-
occurrence networks to gain understanding as to which
types of amphorae (and/or other commodities) may
have been transported together. It is interesting to
compare this with the Late Classical network and it
begins to generate a sense of change over time. The
Black Sea centres, Sinope and Heraclea Pontica are the
only centres retaining their key position in terms of
betweenness centrality, thus indicating the continued
role of Black Sea centres in sustaining trade networks
in the Black Sea region.

Klazomenai
Corinth Lesbos.
Akanthos Ephesos
Samos Unattributed: Adriatic-Ionian Sea (Corinth type B)
Kos Northern Asia Minor
Heradlea Pontica, Southeastern Aegean
Amastris
Kolophon Sinope Chios
Rhodes
Th
0203 Knidos,
Chersonesos
@ Apollonia Pontica
Oisyme Mende Thasian Circle
Colchis
Erythrai Mushroom type (Unknown origin)

Figure 9 - Early Hellenistic one-mode co-occurrence network graph (blue disc: amphora from Aegean centre; green
disc: amphora from Black Sea centre; white disc: unknown origin).
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Table 6 — Betweenness and Eigenvector centrality for Early Hellenistic co-occurrence network.

5. Discussion

In the first case study, for time periods with sufficient
data, SNA enabled recognition of key actors and
relations in Black Sea trade networks. It provided a
method of bringing together numerous sources of
amphorae distributions in one cohesive analysis.
Visualisation of the dataset allows influential nodes to
be identified in terms of presence at sites and those in a
position of controlling the flow of movement (of goods
or information) in a network. Greek transport
amphorae are acting as a proxy for certain types of
connectivity and help to shed light on the dynamics of
import at the particular sites in the dataset. SNA has
the potential to illustrate new trends and patterns which
have not been recognised before, offering a method for
conducting original research on old data, thus enabling
new research questions to be asked.

Overall, the visualisations confirm the general
understanding of amphora consumption in the Black
Sea, with eastern and northern Aegean vessels
dominant until the Late Classical period, when Black
Sea producers — Heraclea Pontica, Sinope, Chersonesos
- become prominent (Monakhov and Kuznetsova
2017). Rhodes is also well-documented as a
transhipment point in Hellenistic period (Garlan2007).
But in addition, they demonstrate the existence of a

0.624
0.624
0.575
0.541

0.478

0.470
0.470
0.363
0.321

0.321

dominant Aegean ‘package’ of amphora types in the
Archaic period, which drove connectivity in the Black
Sea network as well as the powerful shift in network
connectivity with the introduction of Black Sea
producers in the late Classical and early Hellenistic
periods.

Due to the small size of the datasets for the Archaic,
Early Classical, Middle Hellenistic and Late
Hellenistic periods the results of the SNA and network
graphs for these periods are only relevant to
understanding trends within the dataset, as the datasets
are not large enough to provide statistically meaningful
quantitative  interpretation of trade dynamics.
However, more detailed analysis could be conducted
for the Late Classical and Early Hellenistic periods,
where more amphorae data are represented in the
dataset. The import of Aegean amphorae is seen in the
Archaic and Early Classical network graphs (Figures 2
and 3) and complements the trend reported by
Monakhov and Kuznetsova (2017) who highlighted for
the sixth and fifth centuries BCE for sites in the
northern Black Sea region, imports to the Black Sea
came mainly from the Aegean region. However, this
observation cannot be extrapolated to suggest trends
for the wider Black Sea region until a larger
distribution of amphorae in these periods are analysed
through SNA. This emphasis is in part a function of the
data sets utilized, which include sites primarily
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occupied in these periods, but it also reflects the fact
that the Late Classical and Early Hellenistic periods
were a time of prosperity, increased agricultural
production and robust trade in the Black Sea region
(Rempel and Doonan 2020).

Formatting data into a co-occurrence network is the
most appropriate method to focus on the archaeological
material and was the approach used in the second case
study. Using the amphora types as nodes, with edges
representing the presence of nodes together at a site,
can shed light on which amphora types are most central
in the network. Here, the more central a node, the more
likely it is to be circulating with other amphora types.
SNA prompts us to ask further questions, such as, why
were these nodes most central. For example, in the
Late Classical dataset, Thasos has an eigenvector
centrality of 1 despite having a low betweenness
centrality of 2.494 (Table 5). This indicates its
importance despite not being part of the shortest path
for a lot of nodes, as it is connected to all the
influential node in the network. Through visual
inspection alone this is not visible, highlighting the
importance of analysing metrics alongside graphs. The
data around Thasian wine is regarded as particularly
rich (Tzochev 2016) and bringing in ancient sources
and inscriptions can shed light on the production and
trade of Thasian wine (Salviat 1986; Tzochev 2016).

While it is true that Sinope has the highest betweenness
in the bipartite network, as it is connecting sites with
no other recorded amphorae to other sites, this
observation is not significant when contextualising the
SNA results in a broader understanding of ancient
Black Sea trade dynamics, as the results derive from
the formation of the dataset. Analysing a fuller dataset
through co-occurrence networks of amphora types
offers good potential for understanding trade dynamics.

The presence of Heraclea Pontica as second most
influential in the Late Classical network, and having
the second highest betweenness, is important to note.
In the Early Classical co-occurrence graph metrics,
Heraclea Pontica has the lowest eigenvector value
(Table 7). The increase from the previous period from
last to second in terms of influence, and to first for
betweenness centrality, within the dataset reflects the
general increase in regional trade within the Black Sea
during this period and nuances our understanding of
Heraclea Pontica as a driver.

Table 7 — Eigenvector centrality for Early Classical co-
occurrence network.

Eigenvector Centrality

Chios 1
Thasos 0.304
Unattributed 0.194
Mende 0.093
North Aegean 0.083
"Swollen-neck" 0.039

amphorae

Samos-Miletos 0.038
Lesbos 0.031
Thasian Circle 0.027
Heraclea Pontica 0.014

The high number of connections seen in the Early
Hellenistic period complements other archaeological
research highlighting the robust trade networks in the
Black Sea, Aegean and Mediterranean between the
fourth and second centuries BCE (e.g. Archibald 1998;
Fless 2008; Krapivina 2010; Monakhov and
Kuznetsova 2017). By looking at data in different time
periods it allows archaeologists to visualise aspects of
networks changing over time.

When attempting to use SNA results to contextualise
the past a co-occurrence network is better suited as it
helps to remove bias within the dataset. For example,
the large number of sites connected to Sinope, but no
other amphora types seen in the bipartite network
graphs only indicate the incompleteness of the dataset.
However, when data was transformed into a co-
occurrence network, where dyads represent the
presence of two amphora types at least one site, the
patterns displayed in the network graph shed light on
amphorae most often found with other types. This is
interesting to consider as it could help build an
understanding of likely packages of amphorae being
transported together in certain periods.

SNA allows multiple source types to be combined and

analysed in a comparable way . The Eregli E shipwreck
was analysed alongside distribution data from
archaeological sites, in addition to information on the
distribution of one amphora type. The use of shipwreck
data alongside import data is most useful in co-
occurrence networks, where the aim is to look for
patterns relating to trends in trade dynamics.
Shipwreck data can help reinforce interpretations of
packages of amphora types being transported together
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by providing direct evidence for such instances. The
integration of multiple site types into one dataset is
beneficial as often archaeological data is small and
disparate. Shipwrecks are the only direct evidence to
be certain of such understanding; however, this case
study highlights the potential for understanding trends
in trade dynamics and shipping practices where
shipwreck evidence is not available. As more wrecks
are discovered and datasets grow, such datasets
become more accurate. A centralised dataset for Greek
transport amphorae would provide an important source
to further explore patterns and trends in trade dynamics
using SNA.

The lack of amphora data for the Middle and Late
Hellenistic periods is a reflection of the sources
selected for the dataset and should not be inferred to
represent a decrease in trade in these periods. It is
widely recognised that there was a change in the Black
Sea market around the middle of the third century BCE
(Lazarov 1980; Avram 1996; Garlan 1999; Monakhov
1999), but this phenomenon is rarely discussed
(Tzochev 2016). Within the scope of this research, it
was not possible to offer further insight into the nature
of this change, as the sources chosen did not cover this
period extensively. Having a consolidated Greek
transport amphora database would contribute greatly to
research on both the ancient Greek world and Black
Sea studies by making the extent of amphora data more
widely known and accessible.

In Roman research, there are a number of substantial
transport amphora databases including: Roman
Amphorae  (University of Southampton 2014);
ICRATES (Bes et al. 2019); Potsherd (Tyres 2021);
Recueil de Timbres sur Amphores Romaines
(Universit¢é de Provence 2004); and Amphorae ex
Hispania (Millet 2016). These databases provide
extensive catalogues for Roman amphorae, amphora
stamps and table ware sherds. For Greek transport
amphorae, however, databases are not yet comparable
to the scale of available Roman amphorae data, making
compiling substantial datasets time consuming and
difficult. Within the Black Sea, the new Amphora
Stamps of the Northern Black Sea database
(Kovalchuk 2020) offers great potential for both for
Black Sea studies and broader studies relating to Greek
transport amphorae. The database is accessible for
researchers to add their own material and edit and
supplement the 286 stamps published so far.
Additionally, the Greek amphorae from Northern
Pontus Euxinus database (Saratov State University

2018) has published 1195 wvessels from Russian
museums in its online catalogue.

It remains important to develop such databases for
Greek transport amphorae across their entire
geographic distribution. Quantified data for transport
amphorae at many centres are fragmentary and difficult
to source (Lawall and Graham 2018, 163). In addition,
the Greek amphora data is not uniformly distributed
chronologically; significantly more data is available for
Late Classical and Early Hellenistic periods, while
finds from the Archaic and Early Classical periods are
more limited. Finally, varying protocol and techniques
for recording amphora data makes it difficult to
compare site reports. Large amounts of amphora data
are either not collected or published, or summarily
published in favour of more detailed publications and
quantifications of amphora stamps. For example, of
the ¢.250,000 amphorae at Elizavetovskoe only 1000
stamps were found (Garlan 1985; Whitbread 1995).

6. Conclusions

SNA helps buffer risk when using amphorae data
directly as proxy for trade because it offers a
representation of interaction and connectivity between
actors in a dataset in addition to facilitating the
dynamic processes within trade to be captured.
Thinking about connectivity through actors (sites and
amphora types) enables the dynamic processes within
trade to be captured and considered. The use of
bipartite network graphs proved beneficial when
thinking about trade dynamics in relation to import
patterns at sites. When using bipartite networks, the
relationship between groups of sites and groups of
actors can be visualised, encouraging further questions
to be asked about the socioeconomic relations between
sites in order to investigate why these ‘packages’ of
amphorae (clusters on network graphs) have similar
levels of influence and centrality. Bipartite network
graphs do not, however, remove problems of inherent
interpretation of direct line trade, as both exporter and
importer are mentioned.

Transforming the dataset to a co-occurrence network
focusing solely on the amphora actors proved useful
for studying trends in trade during a particular period.
Co-occurrence networks can help to explore patterns in
datasets relating to key amphora types role in
facilitating trade. Co-occurrence network graphs
remove problems encountered with the implicit
interpretation of trade being direct, often encountered
when using traditional static distribution maps when
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thinking about trade dynamics. Exploring the
relationships between amphora types highlights future
questions for research such as the relations between
amphorae and the centres they were from. Thinking
about the amphorae clusters in network graphs as likely
packages within cabotage type trade around the Black
Sea proved the most innovative. Interpretations were
focused on which groups of amphora types were most
likely transported together or were key in connecting
smaller clusters. The role of central actors (amphora
types) connecting smaller clusters to one another in
network graphs may offer an indication for crucial
amphora types in one period for facilitating wider trade
in the Black Sea region.

Combining multiple source types was achieved with
SNA application. When interpreting patterns in
datasets found using SNA, shipwreck evidence can
help support interpretations of trends in trade dynamics
and packages of amphora which were likely
transported together. Further research could integrate
multiple types of material culture, such as coins and
red- and black-figure pottery, into both bipartite and
co-occurrence networks, following the approach used
by Arthur et al. (2018) for Byzantine amphorae.

Moving the focal point of Black Sea amphora studies
away from typology, chronology and stamps (Lund and
Gabrielsen 2005, 163), to more metaphorical
interpretations used to explore trade and interaction,
building an understanding of regional Black Sea
connectivity as well as how the Black Sea interacted
with the Mediterranean is essential for the development
of Black Sea studies. The continued development of
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Abstract

Ceramic provenance studies by analyzing elemental compositions are based on the assumption that there exist
compositional differences between ceramics manufactured at different production sites. These differences are
essentially related to the use of geochemically diverse raw material sources and provide, thus, information about the
place of manufacture of the ceramics and about potential dissemination and trading. In order to determine the elemental
composition of archaeological ceramics commonly laboratory methods, such as neutron activation analysis (NAA) or
wavelength-dispersive X-ray fluorescence spectrometry (WD-XRF) are applied providing high precision as well as high
accuracy. During the recent years portable energy dispersive XRF (pXRF) has been introduced in the study of
archaeological materials allowing for fast and non-invasive measurements of their elemental compositions. In the case
of pottery analyses, though, several issues arise. (1) The method is extremely surface sensitive, which has to be
considered for measurements of slipped, painted or weathered surfaces. (2) The determined element concentrations are
commonly less precise and accurate than compositional data collected with laboratory measurements. (3) The suite of
elements potentially measured is smaller and concentrations might be below the lower limit of determination. (4) The
sample geometry introduces additional uncertainty as the systems are calibrated for measurements of plane surfaces in
direct contact. Hence, the statistical evaluation of pXRF data following traditional approaches of multivariate statistics
applied to data collected by laboratory analyses becomes inappropriate. For the evaluation of the considerably fuzzier
pXRF data a rather flexible approach is expected to be more feasible taking into account the actual data structure rather
than assumptions regarding geochemistry. For this, the application of artificial neural networks (ANN) is tested and the
multivariate data are evaluated using self organizing maps (SOM).

Keywords: ceramics, compositional variation, portable XRF, artificial neural networks

1. Introduction societies. In order to determine the elemental
composition of archaeological ceramics commonly
laboratory methods with high precision and accuracy,
such as neutron activation analysis (NAA) or
wavelength-dispersive X-ray fluorescence

The categorization of archaeological ceramics based on
their elemental composition constitutes a well-
established analytical approach in ceramic provenance
studies (Hein 2018). The compositional differences

. . . t t WD-XRF lied i i f
between ceramics manufactured at different production spectrometry ), are applied in view o

minimizing analytical uncertainties, which could
obscure the natural variation of the determined
compositional patterns (Hein and Kilikoglou 2017).
During the last 20 years, however, handheld portable
energy dispersive XRF (pXRF) has been introduced in
the study of archaeological materials, providing fast
and non-invasive measurements of elemental
compositions (Shugar and Mass 2012, Frahm and
Doonan 2013). In the case of pottery analyses, though,

sites are essentially related to the utilization of raw
materials from geochemically diverse sources
providing, thus, distinct compositional patterns
propagated in the ceramics manufactured from them
(Hein and Kilikoglou 2020). The straightforward
linkage of ceramic compositions to compositions of a
specific clay deposit, however, is obscured by the
processing of the raw materials including refinement,

tempering or even mixing. For this, the ceramics of .
several drawbacks have to be considered (Goren et al.

2011, Hein et al. 2021a). Because the method is
extremely surface sensitive measurements of slipped,
painted or even weathered surfaces cannot provide
information about the composition of the actual
ceramic body. Furthermore, the determined element

unknown origin can be localized by means of reference
data of ceramics from specific production sites. In this
way the dissemination and trading of ceramic wares
and in the case of transport jars their content can be
investigated revealing eventually information about
social, political or economic relations among ancient
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concentrations are commonly less precise and accurate
than compositional data collected with laboratory
measurements. In this context also the suite of
elements, which can be potentially measured, is
smaller in comparison to laboratory measurements. In
the case of trace elements the concentrations are
frequently below the lower limit of determination.
Eventually, also the sample geometry affects the
measurements as the systems are commonly calibrated
for measurements of plane surfaces in direct contact.
All these issues increase the analytical uncertainties
and impede the statistical evaluation of pXRF data
following traditional approaches of multivariate
statistics, such as hierarchical cluster analysis or
principal component analysis, which are applied
commonly to data collected by laboratory analyses
(Baxter and Freestone 2006, Baxter 2008). Because
pXRF data are considerably fuzzier, their
categorization requires a more flexible and robust
approach based on the actual data structure rather than
on assumptions regarding geochemistry. As potential
option the application of artificial neural networks
(ANN) is tested and the multivariate data are evaluated
using self organizing maps (SOM) (Kohonen 1995). In
the present case study unsupervised learning is applied
on a data set of Hellenistic transport amphorae, which
has been previously evaluated using conventional
multivariate data evaluation (Hein et al. 2021a). SOMs
were generated considering varying element suites in
order to explore the formation of stable elemental
patterns. The resulting categories are compared with
the previous statistical results using conventional
multivariate statistics. Scope of the present study is to
investigate to what extent ANN can contribute to an
enhanced evaluation of pXRF data and possibly can
reveal information, which is not detectable by
conventional data analysis.

2. Conventional Approaches towards Evaluating
Multivariate data

The elemental composition of a single ceramic
specimen can be considered as a vector with indexed
variables corresponding to the element concentrations
determined. The analysis of an entire ceramic
assemblage, thus, provides a two-dimensional data
array or matrix defined by the number of samples and
the number of element concentrations considered:

e =1 ton (number of samples)

e j=1 top (number of elements)

In order to categorize the analyzed ceramics according
to their elemental composition similar samples have to
be recognized while dissimilar samples have to be
distinguished. For this, a distance criterion has to be
defined, such as the Euclidian distance of the scaled
elemental concentrations. Statistical approaches can be
classified essentially either as exploratory data analysis
or as model based data analysis assuming for example
a multivariate normal distribution (Baxter 2008). The
most commonly used exploratory methods are
Principal Component analysis (PCA) and Hierarchical
Cluster Analysis (CA). Through PCA linear
combinations of the original variables are determined,
so-called principal components, which separate the
data set with maximum variance (Baxter and Freestone
2006). Clusters of similar data or differences among
particular data can be explored by plotting the data
according to these new coordinates. In CA, on the
other hand, individual data are successively merged to
clusters, which can be illustrated in a dendrogram. The
clustering algorithm depends on the distance criterion
defined and on the linkage method (e.g. average
linkage or complete linkage) (Baxter 2001).

Variability and covariance matrix

Concerning model based analysis under assumption of
a multivariate normal distribution the variance of a
specific elemental pattern x can be evaluated by
determining the covariance matrix S, based on the
compositions of the individual samples. Theoretically,
the covariance matrix can be separated according to
different sources of variability (Beier and Mommsen,
1994; Bieber et al., 1976):

2 2 2 2
Sx = SxN + SxS + SxA

Here, S, is the natural variability of the true
composition of the ceramic group, S,s is the variability
introduced by the sample selection and S, is the
analytical uncertainty (Hein and Kilikoglou 2017). In
order to distinguish different compositional patterns
using conventional statistics the differences among
these patterns have to exceed the differences within an
individual pattern. However, in the case of pXRF the
contribution of the analytical uncertainties are
comparably increased. After all, they potentially
obscure  the  differences among  individual
compositional patterns and the categorization of
particular element patterns might be ambivalent. For
this, a more flexible method for pattern recognition
appears to be helpful without presumptions concerning
variance and distinctiveness.
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3. Self Organizing Maps (SOM)

Self Organizing Maps (SOM) constitute a specific type
of artificial neural networks (ANN) (Kohonen 1995).
Complex data, such as in the present case multivariate
compositional data, are projected on a two dimensional
array of discrete codebook vectors or output neurons.
The SOM can have either a rectangular topology with
each vector having four neighbors or a hexagonal
topology with each vector having six neighbors (Kruse
et al. 2022). Topological proximity of the output
neurons in the SOM indicates similarity of the original
data. In the beginning the output neurons are initialized
with random values. During the training process the
input vectors of the original data are compared with the
output neurons taking into account a distance criterion,
such as the Euclidian or the squared Euclidian distance
of the standardized data vectors. For each input vector
the output neuron with the smallest distance is
determined and the weights of this output neuron and
its neighbors are updated towards the input vector. The
presentation of the training data is repeated over an
initially defined number of training steps. Step per step
the radius of the neighborhood and the learning rate is
decreased. For the SOM generation in the present case
study the kohonen package (version 3.0.10) was used,
which is available for R (Wehrens and Kruisselbrink
2018), providing apart from the training of the SOM
various visualization methods.

4. Dataset of Hellenistic Amphorae from Paphos

In the present case study a pXRF dataset comprising
elemental compositions of Hellenistic transport
amphorae from Nea Paphos (Cyprus) has been
reevaluated. The dataset includes 366 pXRF
measurements of 288 amphora fragments, which had
been discovered at the public Agora of Paphos and the
residential site of Maloutena (Hein et al. 2021a).
According to the finding context they represent trade as
well as consumption of amphorae or rather their
content presenting an expectedly high variation in
terms of types and origins. For the pXRF
measurements a NITON XL3t GOLDD+ hand-held
system (Thermo Fisher Scientific) was used (Fig. 1).
Each fragment was analyzed for 120 s with the pre-set
‘soil” method providing the concentrations of up to 33
elements from S (Z=16) to U (Z=92) (Hein 2021). The
original pXRF data are available in the Mendeley Data
Repository (Hein et al. 2021b).

Figure 1 — On-site pXRF measurement of amphora
fragments.

Scope of the initial study was to investigate the
compositional variation of the ceramics and to verify
the provenance of local or regional Cypriot amphorae
as well as to identify amphorae imported from the
Aegean or even farther production regions. For this, the
dataset had been divided into two parts representing
regional Cypriot production and imported wares
according to macroscopic fabric categorization (Fig. 1).
This was done taking into account the comparably
large number of measurements and expected clusters.
The two datasets were evaluated separately using
hierarchical clustering of the compositions of 14
elements (Ca, Cr, Cu, Fe, K, Mn, Ni, Pb, Rb, Sr, Ti, V,
Zn and Zr). The element concentrations were
standardized by log-ratio transformation using the Fe
concentrations as common divisor. The hierarchical
clustering of the Cypriot amphorae indicated seven
amphora clusters, while the hierarchical clustering of
the imported amphorae indicated ten compositional
clusters. Based on the pXRF results 97 fragments were
selected for NAA, representing the main compositional
clusters apparent in the pXRF data. In this way the
provenance of specific compositional groups could be
investigated taking into account existing reference data
of production places (Hein and Kilikoglou 2017, Hein
et al. 2021a). Apart from this, the NAA data allowed
for subdividing ware groups from clusters determined
initially in the pXRF data. Thus, one issue to be
investigated was, whether it was possible to confirm
these sub-clusters in the pXRF data by using SOM.
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Exploratory statistics
hierarchical clustering

imports

standardized by
log-ratio transformation

Pattern recognition
SOM Network

Figure 2 — Comparison of methodological approaches: Initial exploratory statistical evaluation of two separate datasets
(left) Pattern recognition in the entire dataset in a series of SOM networks (right)

Results and Discussion

A toroidal 10x10 base map with hexagonal topology
was defined comprising thus 100 codebook vectors.
The same 14 element concentrations were used as for
the initial statistical evaluation with the addition of the
Th concentrations, for which missing values were
replaced with a minimum concentration. According to
the initial evaluation the data were standardized by log-
ratio transformation with the Fe concentrations as
common divisor. For the SOM training the squared
Euclidian distance was defined as distance criterion.
The entire dataset including Cypriot as well as
imported wares was presented for a predefined number
of training steps to the network, from 1.000 up to
10.000 times, with updating the codebook vectors after
the presentation of each individual input vector
(‘online’ algorithm). The resulting codebook vectors
were evaluated with hierarchical clustering, so that
similar fields could be combined into 20 clusters.
Figure 3 presents one example SOM, in which
codebook vectors with similar elemental compositions
based on the hierarchical clustering are indicated with
colors.

The clusters defined by the SOM network appear
indeed to confirm the results of the above described
evaluation using conventional exploratory statistics

(Hein et al. 2021a) (Fig. 4). In addition, it appears to be
possible to determine sub-clusters in the pXRF results,
such in the case of the initial clusters CYP-A, CYP-B,
IMP-A, IMP-B or IMP-D. Eventually, similarities
among Cypriot and imported wares become apparent,
which could not determined in the initial two pXRF
datasets, which had been separated based on
macroscopic fabric categorization.

It has to be considered, though, that the codebook
vectors are initially loaded with random values. As a
consequence of this the resulting SOM is not
necessarily reproducible and measurements clustering
together in one SOM might be separated in another
SOM with new random initialization. In the case of
specific measurements the SOM based clustering, thus,
still appears to be ambivalent. In order to investigate
the significance and uncertainty of clustering using a
SOM network for the present pXRF data a series of ten
SOM was generated, each with different random
initialization, and the resulting clusters were examined
(Fig. 2). Measurements, which were placed in the same
cluster in at least eight out of the ten SOM networks,
were combined in ware groups. Measurements, which
were not clearly correlated to other samples, were
defined either as chemical loner or as questionable.
Table 1 present the resulting assignment. Some of the
ware groups are rather clear and distinct, such as in the
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case of the Cypriot amphorae the red-brown wares
CYP-RB and CYP-RB2, which were initially
combined in a Cluster CYP-D and can be apparently
sub-divided. Clear subdivisions are also indicated for
the two largest clusters CYP-A and CYP-B initially
defined in the Cypriot pXRF dataset. This coincides in
fact with the NAA measurements of selected samples
(Hein et al. 2021a).

Clusters

Figure 3 — Color coded SOM of the compositional
data of 288 amphora fragments: The colors indicate
codebook vectors with similar compositions. Indicated
is the assumed origin of amphorae in specific areas of
the SOM.

A similar picture can be observed in the second dataset
of supposedly imported amphorae. Some of the
initially defined larger clusters can be subdivided in
ware groups, which coincide with compositional
groups defined based on NAA. Apart from this it is
possible to assign amphorae, which were originally
categorized as probable imports based on their
macroscopic fabric, to Cyrpiot ware groups, such as in
the case of the initial Cluster IMP-F, which eventually
appears to comprise amphorae from Kourion. Figure 4
presents a heat map comparing 20 clusters defined by
SOM with 17 clusters initially defined with
conventional statistics.

CYP-A
CYP-B
CYP-C
CYP-D
CYP-E

CYP-F

CYP-G
IMP-A
IMP-B
IMP-C
IMP-D
IMP-E
IMP-F
IMP-G
IMP-H
IMP-|

IMP-)

loner

Clusters determined in the initial study

Clusters determined in the SOM Network
Figure 4 — Heat map comparing the clusters

determined by SOM and conventional statistics: The
clusters determined with the SOM network presented
in Fig. 2 are indicated with the color coding on the
horizontal axis, while the initial clusters defined by
conventional exploratory statistics are indicated on the
vertical axis (Hein et al. 2021a).

Conclusions

Pattern recognition using SOM networks provides a
more detailed compositional categorization compared
with conventional data evaluation of parts of the data
using exploratory statistics. The details revealed by
SOM networks can be indeed compared with the level
achieved by the evaluation of NAA data. Thus, the
application of SOM networks appears to offer more
thorough pattern recognition than it can be achieved by
common statistical methods. Beyond that the SOM
approach is automated and non-biased. The present
case study, though, indicates some uncertainties
concerning the clustering, which could not be simply
reproduced assumedly due to the random initial
loading of the codebook vectors. For this, series of
SOMs can be generated in order to investigate the
variation of the resulting clustering. This variation can
be reduced by selecting modeling parameters, such as
the numbers of steps, the radius of the neighborhood or
the learning rate. Another option could be the
initializing of the codebook vectors with specific
values.
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CYPRUS IMPORTS

A B C D E F G A B D D2 E F G G2 H J loner
PAPH-A | 9+1() 1 1 1+2(7)
PAPH-B | 7+1() 2 1
PAPH-C 3 2 1
KOUR-A 4 10 4 1 1
KOUR-B 14 1()
KOUR-C 2 2141()  1() 1 3 1
KOUR-E 2
CYP-RB 11 1
CYP-RB2 1()
CYP-E 6 1 1
CYP-X3 2
CHIOS 1 3+1() 3
EPHESOS 7
KNIDOS 2 1
KOS-A 8 5 1
KOS-D 25
NIKA 1 13
SICILY 1 12 2 2+1(-) 1
THASSOS 8 1 1
BASKET 3 1
AEG-D 1
AEG-E 3 4
[AEG-E2 2
AEG-F 10+1(-)
AEG-X1 2 1
loner 6 1 1 2 5 3 1 1 3

Table 1 — Comparison of the ware groups defined by a series of SOM networks (rows) with the initially defined

clusters (columns)
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Abstract

Ground Penetrating Radar (GPR) data derived from archaeological surveys are well known for their
complexity, and thesubsequent interpretation is time-consuming, requiring experience, expert skills, and a
deeper understanding of GPR attributes. Hence, a system capable of identifying patterns related to an
archaeological context could significantly improve the interpretation process. Convolutional Neural
Networks (CNNs) seem to be a promising approach towards an automated GPR data analysis, considering
the exciting developments and improvements they brought in several computer vision tasks like image
classification, segmentation, and object detection. In this study, the AlexNet CNN architecture was
implemented in Python using Tensorflow and Keras libraries and trained to classify GPR C-scans
collected from several archaeological sites. The training datasets were made from scratch, while the
classification labels were set after patterns identified as buried structures, stripping noise, and other
features of geological or anthropogenic origin. These three feature classes usually co-exist in GPR images
and often exhibit similar patterns, making interpretation challenging and thusincreasing uncertainty. The
Stochastic Gradient Descent with momentum was used in the training process, while Batch Normalization
and Dropout techniques were also employed to improve the resulting classification. The learning curves
of the loss function and classification accuracy were used for the training performance evaluation. The
results showed that batch normalization is vital for the models to learn, while when combined with
dropout and tunning of the batch size and the learning rate, very high classification accuracy was scored.
The best-obtained model was used to make predictions on 100 new GPR images, reaching a classification
accuracy of 92%.

Athens, Greece 2021

Keywords: Ground Penetrating Radar (GPR), AlexNet, CNNs, Batch Normalization (BN), archaeological prospection

1 Introduction

Ground Penetrating Radar (GPR) is a popular
geophysical technique in archaeological exploration
and is used mainly to investigate the near-surface and
map ancient buried foundations (Conyers, 2004;
Manataki et al., 2015; Sarris et al., 2017), road
networks(Pakkanen et al., 2019), and tombs(Goodman,
2009). The acquired information can be invaluable to
the archaeological communityas the compiled maps

can guide future excavation projects more efficiently,
saving valuable time and reducing costs by avoiding
unnecessary excavation works.Over the last two
decades, with the advent of more powerful hardware
modules, GPR systems have reduced the associated
acquisition time for data collection.As a result, larger
amounts of data are being collected per survey site,
which significantly increases the need for more
efficient data interpretation schemes. In particular, the
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interpretation of GPR archaeological data is often
tedious and time-consuming(Conyers, 2012; Manataki
et al., 2021). GPR practitioners typically need to study
and cross-correlate hundreds of images per site to
exploit the collected information to its fullest extent.
Further, data interpretation is prone to mistakes as the
subsurface of archaeological sites is usually disturbed
and can create similar and non-intuitive patterns that
are difficult to discriminate. Hence, methods for the
automatic analysis and recognition of patterns in
archaeological GPR data are nowadays a necessity.

An early attempt to automatically detect buried walls
from synthetic GPR tomographic images is presented
by Pasolli et al. (2009). The proposed method
combines Genetic Algorithms (GA) and Support
Vector Machines (SVM) to recognize and classify the
patterns of interest. However, despite the promising
results, a hiatus was put intothe related research efforts.
The main reasons are the lack of proper dataset
required and the difficulty in designing suitable
features for representing such complex data.However,
with the latest developments and impressive
performance of Deep Learning (DL) algorithms,
especially Convolutional Neural Networks
(CNNs)(LeCun et al., 2015), where features are learned
automatically, the approach of automatic GPR data
analysis seems genuinely feasible. The latter is shown
in the results presented in the recent study by
Kigiikdemirci and Sarris (2020), where U-net
architecture, developed to perform image segmentation
in biomedical images (Ronneberger et al., 2015), was
used to detect linear features from real GPR data. To
further improve the results, the key point is to
effectively train CNN architectures that can handle big
datasets (i.e., hundreds of thousands or millionsof
images) to use with GPR archaeological data
comparatively of smaller size (i.e., thousands of
images).The training process allows the DL algorithms
to learn from the available data and interpret specific
patterns automatically, guided by the human
experience.

Motivated by the latter and aiming for a complete
automated interpretational scheme,the present study
focuses on training AlexNet architecture to classify
patterns detected as ancient structures as well as noise
and signals from the subsurface not related to the
archaeological remains. First, proper datasets are made
from scratch, using GPR data collected from several
archaeological sites. Then, training follows using the
Stochastic Gradient Descent (SGD) optimizer where
Batch Normalization (BN)(Ioffe and Szegedy, 2015)
and dropout (Srivastava et al., 2014) techniques are

extensively explored to find the setup that yields the
best performance. The results of this study contribute
to a better understanding of CNNs with GPR data,
show the potential, and set future work for further
improvements.

2 Background

This section outlines some fundamental concepts and
theories on which this research relies. These include
the GPR data used for training, the chosen CNN
architecture, the training optimizer, and two popular
techniques, dropout, and batch normalization, which
were introduced to improve training time and
classification results.

2.1 GPRdata

Ground Penetrating Radar (GPR) is an electromagnetic
(EM) geophysical, real-time, and non-destructive
technique (NDT) that is based on the propagation of
EM waves into the subsurface and their reflection once
they meet a boundary of different electrical properties
(Annan, 2009). The GPR records are time series of the
reflected waves' amplitudes, known as the A-scans,
which are stacked when collected along the same
survey line, producing the characteristic GPR
tomographic images called the B-scans. The B-scans
can be collected in survey grids, resulting in volumetric
data, from which depth slices, called the C-scans, are
obtained through specific processing. In archaeological
prospection, C-scans are mainly used as the recorded
structural patterns are easier to interpret thanB-scans'
recorded patterns. In the latter, the structures appear as
complex hyperbolic patterns that are difficult to
discriminate from other buried objects unrelated to the
archaeological context (i.e., geological layers, debris).
This has led to the C-scans being the default choice by
most users. However, aside from B-scans, many
challenges also exist in interpreting C-scans. Because
the near-surface is highly disturbed due to human
actions or environmental factors, the extracted C-scans
are often fuzzy and noisy, leading to mistakes or high
uncertainty in the survey results even by more
experienced users. The most common mistakes are to
a) miss a pattern related to buried structures, b)
interpret noise patterns as buried antiquities, and c)
misinterpret the recorded signals as patterns from a
different buried object which can look similar in the
GPR data or due to personal bias(Manataki et al.,
2021). Hence, a framework to assist GPR data analysis
and interpretation is highly desirable. Considering
recent breakthroughs in Deep Learning and their
success in several Computer Vision tasks (i.e., image
classification, 1image segmentation, and object
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detection/recognition), as well as the proliferation of
available GPR data featuring ancient buried structures,
a framework based on Deep Learning (DL) algorithms
to automate the interpretation processseems a
promising direction that remains unexplored.

2.2 AlexNet

AlexNet, proposed by Krizhevsky et al. (2012), is a
popular deep CNN architecturethat performs image
classification and employs GPUs to speed up learning.
AlexNet is considered a tremendous milestone in the
performance improvements and developments of
CNNs. The input of AlexNet is a color image of
227x227x3 and has eight layers.The first five are
convolutional (Conv) layers, with the Conv-1, Conv-2,
and Conv-5 succeeded by overlapping max-pooling
layers. This part of the architecture is responsible for
automatic feature detection through the convolutional
operation. At the same time, max-pooling is used for
dimensionality reduction purposes while retaining the
most important features. The remaining three layers are
Fully Connected (FC), with the last (FC-3) being the
output. The FC layers classify the detected features. An
intermediate layer between the Conv and FC layers
called the flattening also exists and vectorizes its input
so that the FC layers can receive it as their input.
Among the key characteristics of AlexNet is that it uses
the Rectified Linear Unit(ReLU) activation functions
(instead of tanh that used to be the standard) after
everyConv layer and after FC-1 and FC-2 layers. In
addition, the softmax activation function is applied for
the last FC layer, which produces a distribution over
the total number of the class labels defined by the
dataset used for training.

2.3  Stochastic Gradient Descent (SGD) with
momentum

The optimizer is critical in a Feed-Forward Network
(FFN) training process like CNNs,where the
Backpropagation algorithm is used(Goodfellow et al.,
2016). The optimizer is responsible for minimizing the
training error,E.,.., , €xpressed by acost function that is
parameterized by some weight values, w, assigned to
the network interconnection, also called synapses. For
the case of CNNs, gradient-based optimizers are
mainly used, where the weights are updated iteratively
toward  the  direction that the  gradient
becomesminimumVE,,;, . Similar to Krizhevsky et al.
(2012), the optimizer used in this study is the SGD, a
randomized version of Gradient Descent (GD)
performed for a random training example or batches
(Abu-Mostafa et al., 2012):

WD = W —nVE, ;, (W) M

where (t) is the iteration number, nis a step size, also
known as the learning rate,and expresses how quickly
SGD will approach the minimum (local or global),
while bold letters indicate vectors. When SGD is used
to train deep CNNs architectures, the momentum
technique(Sutskever et al., 2013) is employed to speed
up learning. Momentum introduces velocity, v, in the
gradient descent updating process that helps in
accelerating towards the direction of the local minima
(Goodfellow et al., 2016):

v = pt — v (w®) )

WD — ) _ 4+ 3)

where u € [0,1] is the momentum coefficient (usually
set to 0.9), and VC(w®) is the gradient of the cost
function at w®. The velocity vector in equation (2)
accumulates the gradient elements of the previous steps
that point to the same direction, which are then used to
update the weights as indicated in equation (3).

2.4  Dropout technique

Dropout(Srivastava et al.,, 2014) is a regularization
technique applied in FFNs to improve generalization
by preventing overfitting. Because deep neural
networks are capable of learning complicated
relationships, they adapted very well to the training
dataset, including the noise in the data. Hence, they
will fail to correctly predict from any input other than
the training dataset. Dropout is a computationally
effective method that prevents the training network
from adapting to noise in the data. This is achieved by
randomly setting inactive or "drop out" neurons and
their interconnections in the network's hidden and input
layers while being trained. The number of neurons or
units that are muted is expressed with a probability, p,
of a neuron being trained. This probability is referred
to as the dropout rate. The outcome is thinned versions
of the original network while the output model used for
prediction is obtained weights w multiplied by p.

2.5 Batch normalization

Batch normalization (BN) (Ioffe and Szegedy, 2015)is
a proven beneficial technique in training deep neural
networks as it accelerates training. Training times of
deep FFNs, especially when using SGD, can be very
long, either due to a slow convergence to the local
minimum or skipping it. The latter can be caused even
by tiny changes in the weight values of the first layers,
resulting in more extensive changes in the weight
values of the deeper layers due to their dependent
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interconnections. BN prevents this as it normalizes the
input of each layer's activation function, allowing faster
convergence for the optimizer and making the
optimization problem more stable. As a result, fewer
training epochs are required to minimize the training
error. Aside from the gains in training time, BN has
other benefits, like acting as a regularization technique
and, in some cases, ecliminating the need for
dropout(loffe and Szegedy, 2015; Luo et al., 2018).

3 Methodology

This section briefly describes the methods employed
and their implementation to classify GPR images
through the training of AlexNet architecture.Firstly,
annotated datasets were constructed due to the lack of
available ones for this study's purposes, and then
training of the CNNs followed, where the use of BN
and dropout was tested extensively to improve the
classification results and training performance. Then,
the final model was evaluated by making predictions
using new GPR examples.

3.1 Dataset construction

The data used for this research were collected from 52
different archaeological sites,most of them being
located in Greece (Figure 1la), through integrated
geophysical surveysmanaged by the Laboratory of
Geophysical — Satellite Remote Sensing and Archaeo-
Environment (GeoSa ReSeArch) of the Institute for

24 in Magnesia &
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Mediterranean Studies - Foundation and Research and
Technology Hellas (IMS - FORTH).The selected sites
exhibit traces of past civilizations from different
historical periods, dating from the Neolithic to
Ottoman years. The GPR system used was NOGGIN
GPR, equipped with a 250MHz antenna. The data were
collected using survey grids in parallel lines (i.e., B-
scans)with a fixed 0.25 or 0.5m spacing between them,
which is adequate for mapping foundation structures.
The A-scans sampling was set to 0.05m or 0.025m
along a scan line. The above-mentioned values were
decided based on each terrain condition and the
corresponding survey needs.

A total of 470 survey grids were selected based on their
features, which were then imported and processed in
MATLAB to extract C-scans. The processing
workflow included the following filters and
corrections: time zero correction, traces repositioning,
dewow filter, inverse amplitude decay gain, average
background removal, bandpass filtering, and
instantaneous envelope calculation. The produced C-
scans were studied, and examples were then manually
selected to define three classes: a) structure, b)
stripping noise, and ¢) more generic patterns that are
not identified as structures and are described as
geophysical anomalies (Figure 2). These three feature
classes are fundamental in the interpretation of the
archaeological data in order to understand the
subsurface conditions.

Figure 1: Greek prefectures where data collection was performed.The total number of GPR survey grids used for the
dataset construction is also mentioned per area.
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A challenge met during the dataset construction for
training CNNs was locating enough images per class to
avoid underfitting,indicating no learning from the data.
The leading cause was the co-existence of the three
feature classes in the selected C-scans. Hence, most
images could not be assigned to asingle class. In order
to overcome this issue,a sliding window was applied
that crops square subregions of the input C-scan. The
window size was set to 10x10m as it was found
adequate to produce as many sub-images as possible
per C-scan andsimultaneouslyresolve the patterns of
interest satisfactorily. In addition, an overlapping step
of 2.0m was used to increase the image number further.

v Time axis (ns)

The effect of the sliding window crop is shown in
Figure 3. All the images that were producedwere saved
in .jpeg format using a pixel size of 256x256. This
process was applied to all the selected C-scans, and a
new manual selection of examples followed for each
class, trying to avoid repetitive patterns and overly
similar images. A total of 18,750 images were
gathered,assigning 6,250 images per class. Next, the
images were split into a training set and a test set
following the 80%-20% rule.The result is 5,000 images
per class dedicated to training models,while the
remaining 1,250 are used to make predictions and test
their generalization.

— =

Figure 2: Process of the manual selection and annotation of the C-scans to construct the datasets with indicative

examples for the structure, noise and geophysical anomaly class.

3.2  TrainingAlexNet

The annotated constructed dataset was used to train
several models seeking performance improvements.
The trials started with a baseline model that is a
straightforward implementation of AlexNet as
presented by Krizhevsky et al. (2012) and wastrained
with SGD using a batch size of 128 examples, a
learning rate of 0.01, and momentum of 0.9 for 100
epochs.The baseline model was used as a reference to
monitor performance improvements and the gains of
applying BN and dropout. For all the trials performed,
BN was applied only after the convolutional layers and
before the activation function, while dropout was used
in the first two fully connected layers. Several different
combinations were tested and are presented in Figure
4. For the combination of BN and dropout that returned
the highest classification accuracy, tuning the SGD
optimizer hyperparameters (i.e., batch size and learning
rate)followed to improve performance further.
Retraining was then held, using the best set of

hyperparameters, to obtain the final model. AlexNet
implementation and training models were performed in
Python using the Tensorflow library and Keras API
while employing GPU computations to speed up the
process. As for tuning the optimizer's hyperparameters,
therandom search algorithm ofthe Keras Tuner library
was used. The latter trains models for a different
combination of batch size and learning rate set by the
user, using only the training set to find the pair that
returns the highest classification results. The
performance was evaluated using the Keras library's
standard metrics, which are the classification accuracy
and loss functions calculated for the training set and
test set after an epoch is completed. These values are
plotted with respect to the epochs producing the
learning curves that can reveal helpful information
regarding the training robustness and whether a model
overfits. Last, the best-acquired model generalization
was evaluated by making predictions on new GPR
images.
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t=15.58ns

Y =92m

Y =90m

Y =88m

Y =86m

Y =84m

X=4m X=6m

X axis (m)

Figure 3: The effect of the sliding crop window of size 10mx10m with an overlapping step of 2.0m (both in the X and
Y axis)applied in a region of a C-scan (fade red square) collected from Ancient Demetrias.If the starting point of the
window is X=0m and Y=84m,it produces the sub-image framed with the red square. The rest of the sub-images shown
here are produced by applying the overlapping step in both axis directions from the starting point.

BN BN BN BN BN BN BN BN BN BN BN
BN BN BN BN BN BNBN BN BN BN BN
BNBNEBN BN BN BN BN BN BNBN
BNBN BN BN BN BN BN BNBN
BN BNBN BN BN BN BN BN BN BN BN
DODO DODO
DODO DO DO
Softmax
AlexNet Batch Normalization (BN) + Dropout (DO)

Figure 4: AlexNet architecture outline along with the different trials performed to test different combinations of BN
and DP that yield better performance.

4  Results the right are the ones calculated on the test set.Learning
was not feasible for most of the trials performed (gray
color), including the baseline model. The accuracy is
lowwhile the loss is high, and both do not change as
the epochs progress. This behavior shows that no

The training results of each trial described in Figure 4
are summarized in the corresponding learning curves of
Figure 5 for 50 epochs. On the left side are the loss
and accuracy calculated on the training set, while on
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optimization is achieved. However, this changes when
applying BN to the first four (test5) and first five
(test6) convolutional layers, with the latter giving
significantly better results. The validation accuracy
increases while the validation loss is dropping near
zero, indicating no signs of overfitting. In addition, the
performance oftest6 is more robust than testS which
appears noisy.Further, the model produced by test6
reaches the best classification score faster. Hence, BN

Training loss
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applied to all five convolutional layers is critical for
learning. A dropout of 0.5 was used for FC-1 and FC-2,
resulting in small performance gains and increasing the
classification accuracy on the test set. Hence, the
combination described by testl8 (Figure 4) gave the
best results and was used to tune the learning rate and
batch size of the SGD optimizer to improve the results
further.
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Figure 5: Learning curves showing gains in performance with Batch Normalization. Gray lines indicate poor
performance with no learning. Learning was only feasible for the setup of test5 (blue) and test6 (green), with the latter

being the best.
0.01 0.001
16 0.966 0.978667
32 0.333333  0.967667
E 64 0.937667 = 0.969667
E 128  0.957667 @ 0.964333
256 | 0.79 0.895

Learning rates
0.0001 0.00001  0.000001
0.974333  0.955667 @ 0.6673333
0.966 0.918 0.6293333
0.948333  0.865333 | 0.549
0.939667  0.743333  0.5073333
0.819333  0.655333 ' 0.5023333

Table 1: Classification accuracy calculated for different pairs batch sizes and learning rates on a subset of the original

training set.

Tunning the hyperparameters revealed several
combinations of batch size and learning rate that return
very high classification accuracies (>95%). These are
shown in Table 1 with the learning rate of 0.001 to

concentrate the highestaccuracies which are of

approximate values, making it difficult to understand
which pair is better. Hence, new models were trained
using the learning rate of 0.001 and the batch sizes of
16, 32, 64, and 128 to find the best pair. The obtained
learning curves showed that the pair of batch size 64
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and learning rate of 0.001 yields the highest prediction
result, and at the same time, it does not overfit and has

Accuracy J—
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> 0.8
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©
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<04

0.2

0

1 6 1 16 21 26
Epochs

a more robust performance. The curves produced by
the best-obtained model are shown in Figure 6.

Train = Test Loss
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1 [ 11 16 21 26
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Figure 6: Learning curves of the best-obtained model reaching an accuracy of 99% on the test set. The model was
trained with SGD and momentum 0.9, using the learning rate 0.001 and batch size 64. Batch normalization was applied
to all five convolutional layers, and dropout was applied to FC1 and FC2.

This model was used to predict new GPR images to
better evaluate its generalization. A total of 100 images
containing examples from the three feature classes
were used. These images were derived from the
archaeological sites of Ancient Halos in Magnesia and
Sissi in Heraklion, which were entirely excluded from
the training process and the annotated dataset. The
classification score for all predictions reached 92%,
and the results are presented in Figure 7, where the
GPR images used are shown along with details on the
wrong predictions. For the anomaly class, 30 out of 32
examples were predicted correctly. Mistakes were
made for examples #20 and #23, which were classified
as structures. Even though the predictions are
satisfactory, a lack of robustness is observed, as
slightly different images of the same feature (i.e., #20,

Anomaly Class Class Anomaly Noise Class
Wrong Predictions Wrong Predictions
Sample #20 - - - . - . Sample #38
Anomaly | 7.2% Anomaly | 0.0%
Noise 0.0% Noise 4.7% :
= [ e

Sample #39
Sample #23 Anomaly | 0.0%
Anomaly |15.2% Noise 0.1%
Noise 0.0% Structure [99.9%
Structure |84.8% Sample #40
Anomaly | 0.0%
Noise 5.0%
Structure |95.0%

Class Noise

#23, #24) were not classified the same. The predictions
on the noise class were also good, having classified 29
out of 32 examples correctly. Mistakes were made in
examples #38, #39, and #40, which were classified as
structures. Last, the predictions made for the structure
class were also good, having correctly classified 33 out
of 36 examples. The mistakes were made in examples
#82, #84, and #87. These examples are patterns of
poorly preserved structures classified as anomalies.
Similar to noise class, predictions of anomaly class also
lack robustness (i.e., #82, #83, and #84). Last, one
encouraging observation concerns the examples #97,
#98, and #99,which were classified correctly and are
ground truth data through the excavations that have
taken place in Sissi archaeological site.

Structure Class
Wrong Predictions

Sample #82
Anomaly |99.3%
Noise 0.0%
Structure | 0.6%

Sample #84
Anomaly |98.7%
Noise 0.0%
Structure | 1.3%

Sample #87
Anomaly |92.1%
Noise 0.0%
Structure | 7.9%

Class Structure

Figure 7: Predictions results on 100 new GPR images derived from Sissi and Halos archaeological sites. More details
are given on the wrong predictions, while the rest of the examples were classified correctly, reaching a total accuracy of

92%.
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5 Conclusions& Future Work

This study examined the automatic classification of
archaeological GPR data using the AlexNet CNN
architecture. This was performed through a series of
steps, includingannotated dataset construction, training
AlexNet, applying methods and techniques to improve
performance, and evaluating learning using unseen data
from the training process. Training a deep learning
architecture like AlexNet with GPR data proved
challenging. The initial data gatheredwere too few, and
the first training attempts resulted in underfitting and
no learning from the data. Eventually, the image
number was increased by applying a sliding crop
window with an overlapping step on the selected C-
scans. This achieved an annotated dataset with 5,000
images as a training set and 1,245 as a test set.
However, the training of AlexNet with SGD remained
a challenge, as optimization was not achieved for most
training trials, leading again to no learning. However,
applying BN to all five convolutional layers of
AlexNet  significantly — improved the  overall
performance, leading to very high validation
accuracy.Further performance gains were also achieved
when using dropout to FC1 and FC2 and tuning the
learning rate and batch size of SGD. Finally,
predictions were made using 100 new GPR examples
to evaluate the generalization of the best-obtained
model, reaching a classification accuracy of 92%.

Despite the training being challenging, the results are
encouraging, showing that CNNs can work very well
with GPR C-scans and are a promising approach that
could make the automated data interpretation scheme
achievable. As a result, this opens a new ground for
further research and improvements. Among thoseis to
improve the training dataset byincreasing the number
and the variety of the examples. This can be achieved
either through new data collection and data sharing that
is strongly encouraged or through synthetic data. The
increase in data examples can also lead to the definition
of more complex feature classes, characterizing, for
instance, the type and integrity of the buried structures,
the type of noise, and the type of anomaly observed in
the data. Regarding the training improvements, a
couple of techniques recommended by many authors
that were not tested in this study are ensemble learning
and transfer learning. In the former, weights obtained
from different models are averaged, while in the latter,
the weights are initialized from a trained model. Both
methods improve classification performance and the
training process, even when the data are limited and
small in numbers. Further, since the optimizer plays an
important role, another suggestion is to examine

optimizers other than SGD and use adaptive learning
rates to reach the local minimum faster. The last is to
explore more sophisticated CNNs architectures,
including those performing image segmentation and
object detection.
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Abstract

Gastronomic tourism is a quest of individual experience. To assist tourists in their visits a food recognition service has
been developed focused on dishes from the Greek cuisine. Since no dataset of Greek food images existed, a workflow is
proposed to automatically construct such a dataset with samples acquired from the Web. The workflow addresses the
utilization of a Greek food specific ontology to extract keywords from which the classes of the dataset are based on,

discarding unwanted content i.e., the removal of duplicate and irrelevant images and the merging of underpopulated

classes into broader categories. This dataset is employed as a training template for a deep learning architecture and its
produced model is used as the core of a publicly available recognition service.

Keywords: gastronomic tourism, food recognition, work

1. Introduction

Food, an essential product to sustain life, is also a
fundamental pillar of family and social relationships as
well as an expression of art and culture, according to
the European Parliament's Committee on Culture and
Education. Gastronomy’s importance to EU regional
development is shown by the promotion of events
organized by the S3 Platform, which addressed food
innovation as a driving force for growth. At the same
time, mass tourism is reported to have reached a
tipping point, and the quest of individual experiences is
taking over. Such encounter offers the gastronomic
tourism, which according to (Lin 2006) is avisitto
primary and secondary producers of food and
beverages, gastronomy festivals, dining venues and
specific locations, where tasting and experience of
specialty local food features are a prime motivation for
the visit.

Food identification is a challenging task with broad
range of applications in gastronomic tourism and health
tracking that has met an increasing interest by the
computer vision community, due to inherent
complications present in all dishes alike: the lack of
distinctive spatial layout in food images makes the
recognition prone to inconsistencies. Ingredients, say
of a salad, constitute mixtures that typically come in
different shapes and sizes; furthermore, often the nature
of a dish is defined by the different colours, shapes and

textures of the ingredients (Kiourt, Pavlidis &
Markantonatou 2020).The prerequisites of developing
a recognition service include mainly the apprehension
of a dataset that represents the topic of interest, a
classification model trained on those data to perform
the actual recognition and finally a mechanism for
transforming the model into an application.

The GRE-Taste project targets culinary tourism and
food tradition in northern Greece and has developed a
suite of services and resources aiming at becoming a
useful companion to those who travel in Greece for the
purpose of experiencing local food. Among other
services, the GRE-Taste offers food recognition, and
this paper presents the approach which has been
followed in order to develop an Al enabled service.
The rest of the paper is organized in three sections: first
a background review goes into recent developments
regarding food datasets and recognition, second the
approach of producing the necessary resources for
having a classification model of Greek food dishes is
presented and last a discussion of the results and the
model’s incorporation in the GRE-Taste list of
services.

2. Background

Surveys on food recognition and food computing in
general (Min et al. 2019, Allegra et al. 2020) address
different tasks, their accompanying challenges, and
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proposed methods. In the earlier years, the computer
vision community extracted various handcrafted
features like SIFT, Visual Bag of Words, Colour
Histograms, Gabor filters, Histogram of Oriented
Gradients, Haar wavelets and many others alike from
food images. These features have been used in
textbook machine learning models such as Random
Forests and Multiple Kernel Support Vector Machines
to classify foods into categories in predefined classes in
the context of Supervised Learning. Later,
Convolutional Neural Networks have been exploited to
produce automatically features that were encoded using
the Fisher Vector technique. Recent advances in deep
learning have gained significant attention due to its
impressive performance. As a result, existing methods
resort to deep learning for food recognition (Horiguchi
et al. 2018, Martinel et al.). There are also works,
which utilize additional context information, such as
ingredients and location (Chen and Ngo, Min et al.
2019b) to improve the recognition performance
designed a two-branch network to learn global and
local features jointly to enable discriminative feature
representation for food recognition(Min et al. 2020).

Other tasks, related to food recognition are the food
quantity estimation. Food quantity estimation is very
important in the context of health tracking applications
since it provides assessments regarding food intakes
(Chen et al. 2013, Ciocca, Napoletano & Schettini
2015). Finally, very few works specifically consider
the problem of leftover estimation. Often the problem
is theoretically treated as a special case of the problem

of food recognition and quantity estimation (Zhu et al.
2010, Pouladzadeh, Yassine & Shirmohammadi 2015).

Regardless of the objective, a dataset of food images is
required to evaluate the performance of the different
feature extraction and classification algorithms. To this
end, the above research works either use existing
datasets or introduce new ones.

Table Isummarizes the statistics of benchmark image

datasets related to food. Non-automatic image
acquisition procedures for food datasets are divided in
in-situ acquisition (Chen et al. 2009) and browsing for
them on the Web (Bossard, Guillaumin & Gool 2014,
Joutou & Yanai 2009, Hoashi, Joutou & Yanai 2010).
Automatic frameworks for food dataset construction
are discussed in (Liu et al. 2018, Wang et al. 2015).
Finding content in such uncontrolled environment
might be faster than other approaches, but introduces
additional challenges 1i.e., the sample per class
distribution might not be the desired one and food co-
occurrence class assignment is often disregarded. Food
co-occurrence is discussed in (Matsuda, Hoashi
&Yanai 2012), where various image descriptors were
used to extract local and global features to recognize
multiple-food photos considering co-occurrence
statistics. Later, the same authors employed a manifold
learning approach to improve their results (Matsuda &
Yanai 2012). Finally, other frameworks (not explicitly
related to food) for image acquisition from the Web are
discussed in (Krizhevsky 2009, Krizhevsky, Sutskever
& Hinton 2017).

Number of  Number of o
Dataset . Cuisine
images classes

PFID(Chenetal. 2009) 4,545 101 Japanese
UEC Food 100 (Matsuda, Hoashi&Yanai 2012) 14,361 100 Japanese
UEC Food 256(Kawano &Yanai 2015) 25,088 256 Japanese
Sushi-50(Qiu et al. 2019) 3,963 50 Japanese
Chinese FoodNet(Chen X. 2017) 192,000 206 Chinese
Vireo Food-172(Chen & Ngo 2016) 110,241 172 Chinese
ETH-Food 101(Bossard, Guillaumin& Gool 2014) 101,000 101 Western
UPMC Food 101(Wang et al. 2015) 90,840 101 Western
UNIMIB 2015(Ciocca, Napoletano&Schettini 2015) 2,000 15 Generic
UNIMIB 2016(Ciocca, Napoletano&Schettini 2017) 1,027 73 Generic
FoodX251(Kaur et al. 2019) 158,846 251 Generic
ISIA Food-200(Min et al. 2019b) 197,323 200 Generic
ISTA Food-500(Min et al. 2020) 399,726 500 Generic

Table 1. Cross-referencing food datasets and the cuisine of their focus
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3. Towards developing a Greek Food Recognition
Service

3.1. The dataset

Apparently, in GRE-Taste the problem of food
recognition is even more challenging, as traditional and
regional Greek food and dish images have not been
used to develop models in the past. Thus, the first issue
to be tackled was the selection of an appropriate dataset
that would aid in the recognition of Greek dishes;
however, such a dataset did not exist. The most popular
datasets consist of general/universal food categories (
Table 1), whereas some are only regional. To amend
for this shortcoming a data acquisition framework had
to be developed. To avoid the in-situ manual
acquisition’s expensive overheads (site visits planning,
camera calibration, setting up the scene, removing
obstacles and avoiding capturing humans and human
parts to preserve their anonymity, human labor, etc.),
we opted for creating a dataset of Greek food images

Rejection modules

WEB

rejected

rejected

automatically with samples acquired from the Web. To
achieve this two mechanisms have to be devised,
namely a crawling mechanism to obtain food images of
Greek cuisine and a data sorting operation to discard
unwanted content and distribute the samples into their
respective classes.

The work most closely related to ours, is the one which
introduced the ISIA Food-500 (Min et al. 2020). That
dataset is publicly available and contains around 400K
images not equally distributed in 500 categories of
diverse cuisine origins. The authors followed a similar
approach to ours to enrich their dataset i.e., they
included images from the Web and removed duplicate
and non-food images. Further data inspection was
applied with crowdsourcing. However, the authors
weren’t specific about the details of the data
acquisition procedure. It is not clear how strict the rule
about removing duplicates was (i.e., allowing the
inclusion of geometrically transformed images, as
similar but not duplicates), and how they dealt with the
assignment of labels to conflicting dish classes (food
co-occurrence).

Dataset

Assignment module

Ranking aggregation

Figure 1. Overview of the proposed workflow

Regarding the dataset construction the proposed
approach begins with enumerating the keywords for
which the crawler seeks out on the Web. Since GRE-
Taste’s goal is to provide tourists with credible
information about food, the list of terms must be
complete, up-to-date and valid. To fulfill these
conditions the terms representing Greek food dishes
ideally should be extracted from a Greek food specific
resource. Given that list of keywords, the crawler looks
for each of the listings on the Web and captures the
available sample images. These images are expected to
contain the food represented by the keyword as well as
depictions of topics loosely related to them. Of course,
the less related images have to be sorted out as the
more accurate the portrayal within the collection of the
requested food the better the representation. In
addition, the Web is an uncontrolled environment and

incidentally its content is replicated. To avoid having
the same image more than once or some geometrical
deformation copy of another, the sorting mechanism
has to be able to discard duplicate images as well.
Finally, since food co-occurrence is a common
phenomenon, the sample images have to match their
respective classes decidedly. The overview of the
aforementioned configuration is shown in Figure 1.

3.2. The classification model

As mentioned before, deep learning models
demonstrated impressive performance at the task of
food recognition. In the development of the food
recognition service, the 'PureFoodNet' classification
model was employed as a pivotal component of the
proposed architecture. This model was developed by
our research team, as detailed in our previous works
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(Kiourt, Pavlidis & Markantonatou 2020 and Pavlidis
et al. 2020), and has been instrumental in accurately
categorizing Greek dishes by leveraging deep learning
techniques. At this work (Pavlidis et al. 2020)several
architectures were trained on the same food benchmark
dataset and their performances were compared in terms
of predictive accuracy and computational resources
needed for their training. In a set of experiments
PureFoodNet was tested against VGG16, InceptionV3,
ResNet50, InceptionResNetV2, MobileNetV2,
DenseNet121 and NASNetLarge. Apparently, most of
the models performed comparably with respect to the
accuracy, and the authors verdict about favoring one
architecture over the other relied on the type of the
application that the model would be used for as they
demanded a light-weight solution. Considering this
study, any of these architectures could provide similar
indications about the accuracy to be achieved given a
food dataset. So, we opted for the InceptionV2, which
is known for its good performance in versatile
recognition tasks.

3.3. The service

Modern day applications rarely operate as standalone
computer programs, while most of the time they are
cloud based and interactive. Again, GRE-Taste’s goal
is to be a companion to gastronomic tourists. In this
spirit, the food recognition model should be accessible
broadly (e.g., via the web) and readily available for
devices that tourists carry and rely on mostly (e.g.,
smartphones). Thus, a REST-API is designed as a
backbone infrastructure which operates in GRE-Taste’s
servers to provide with all necessary information food
recognition requests. Moreover, to make the
information presentable, the service is incorporated
within the project’s web portal as well as it has a
smartphone app counterpart.

4. The proposed workflow architecture
4.1. Knowledgebase

Recently, a trilingual thesaurus of food served in
restaurants in Eastern Macedonia and Thrace (North-
Eastern Greece) has been developed, called
“AMAAG®EIA” (Amalthea) (Markantonatou et al.
2021). The authors designed and implemented a Web
lexicographic environment, which accommodates
information retrieved from restaurant menus. This
infrastructure enabled the development of a thesaurus
with information about dishes, their ingredients,
recipes, concepts related to food, as well as dietary and
cultural, which also considers:

e varieties in culinary language related with dialectic
forms, local specialties, etc;

e dish variations, leading to the definition of specific
types of  dishes, e.g.  “stifado” and
“rabbit/beef/cuttlefish/stifado”;

e synecdoche and ambiguity, i.e. when the same
word denotes both the food and its source, e.g.
“lettuce”, which may be used to name the
vegetable as a plant, the vegetable as an ingredient
of a salad or the lettuce salad;

e categorization of dishes, i.e. some dishes may need
to be classified under more than one general
category (facet), e.g. “papoutsakia”, literary small
shoes, “eggplant with minced meat” may be
classified both as meat dishes and vegetable
dishes.

To incorporate this knowledge base (Amalthea) to the
proposed approach a tree-like structure was
implemented. A traversal mechanism granted the dish
labels, their parent nodes and their corresponding ID
codes. The dish labels were used as the queries to be
provided to the Web search engines. We chose not to
look for complex relations between dishes within the
knowledge base even though label translations, recipes,
related ingredients, and dish preparation procedures
were, as stated, available.

4.2. Food/NonFood classification

To reject irrelevant content from the candidate pool of
images, a Food/NonFood discriminator was trained via
transfer learning. A binary class dataset with 200K
colored images was constructed. The one class
included 100K images from the ETH-Food101, while
the other was a meticulous manual selection (with
duplicate exclusion) of non-food images from
benchmark datasets (Krizhevsky, Sutskever & Hinton
2017). The choice of ETH-Food101 was based on its
content, which it was visually aligned to the criteria of
the desired images for the GRE-Taste project. The
chosen deep neural network model was the VGG-16
(Simonyan) pretrained on the ImageNet. The accuracy
on the test set was 98.59%. This model was used as the
Food/NonFood discrimination module.

4.3. Removing duplicate images.

To reject duplicate images, a deduplication procedure
was developed to handle this task. Deduplication is
used widely in many applications (forensics, closed-
loop systems, etc.). Several approaches have been
developed to deal with this task, including, but not
limited to, relying on textbook image descriptors
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(Sikora 2001) and (Ng 2003), as well as bespoke deep
neural networks (Wang et al. 2014, Kansizoglou,
Bampis & Gasteratos 2021).

Typically, in image processing a feature extractor
combined with a distance measure, compare any two
images to find out if they are similar or not. The
application of a threshold 8 defines the degree of
similarity, which in this case reduces to being a
duplicate or not. A reliable method is needed to (a)
bring closer those images that are either exactly the
same or geometrically transformed copies of one
another, while at the same time to (b) push further
away those, which have just a visual resemblance or
are completely different. That said, image descriptors
coupled with locality- sensitive hashing methods (Chi
& Zhu 2017) offer the benefits of being fast feature
extractors and reliable at detecting most affine
transformations. At the same time, they keep the
description of an image compact, which is
computationally important for the comparison. In
addition, Hamming distance fits nicely as a metric for
these descriptors. To tackle the computational
complexity a BK-tree structure (Burkhard & Keller
1973) is exploited, which indexes the binary hashes of
the candidate images. Given a query hash and a
threshold 8, this structure is used for the purpose of
being faster in finding the hashes under that threshold.
The complexity of this algorithm is approximately
O(logn).

The deduplication module in the proposed pipeline
employs three image hashing methods, namely (a) the
average image hash, (b) the perceptual hash and (c) the
difference hash. An exclusive BK-tree is constructed
for the three descriptors respectively. Each time an
image is encountered its features are extracted and then
compared with all candidate image hashes within the
tree structures. A majority voting approach decides
whether an image is duplicate or not; no tie braker is
needed since there are three voters with equal voting
weight. The query hash is stored within its respective
BK-tree, if and only if there was no duplicate decision
outcome (also the query image is added to the
candidate pool).

4.4. Pruning candidate classes

The Web is an uncontrolled environment for the task of
collecting representative images in respect to some
label. It is expected for some classes to be
overpopulated, whereas others be exactly the opposite.
In the overpopulated class scenario, the reasonable
thing to do is to keep the Kmost similar images based
on some ranking. In contrast, underpopulated classes
need a closer inspection to decide upon an action plan,
since greedy approaches might result data losses.
Usually, this issue is addressed with (a) seeking for
more content, (b) discarding underqualified classes and
(c) merging similar classes. Automating this procedure
is not always trivial.

Pastitsada with beef

Pastitsada with rooster
(523) (479)

Pastitsada
(1002)

Figure 2. Two related classes merged into one super-class

To deal with this shortcoming the proposed workflow
exploits the aforementioned knowledge base. When a
class’s candidate pool doesn’t meet the completion
criterion, then it is merged with a pertinent class within
the same super-class group (children-nodes under the
same parent). These relationships are extracted from
Amalthea, the Greek food thesaurus. If no other class
exists within a certain group, then the underpopulated
one is merged with its parent. This pruning procedure

is followed until all classes meet the completion
criterion. Figure 2 shows a visual example of the labels
pastitsada with beef and pastitsada with rooster. These
dishes share the same base ingredients and recipe, but
the protein is different. These labels can be merged into
one super class, namely pastisada.
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4.5. Class assignment based on aggregated
rankings

Another shortcoming related to the uncontrolled
environment of the Web, is that, given a query, no
perfect retrieved pool of samples is expected to
emerge. Actually, it is anticipated for some content to
be misclassified. Duplicate and non-food retrieved
images are discarded already by the respective modules
within the workflow. Thus, the misclassified results
contain only food samples fitted mainly in two
categories: either they reside to a different class, or
they belong to the desired class but only to some small
degree.

To assign candidate images to a certain class an
aggregation of two rankings is employed in the
proposed pipeline. Under the assumption that search
engines function as retrieval systems, which provide
the results in a relevance order, the first ranking system
emerges from their retrieved arrangement. The second
ranking system arises from the visual similarity
amongst the samples of a candidate pool. For this
purpose, a rather simple yet effective image descriptor
is devised, which is somehow close to the concept of
the dominant color descriptor of the MPEG-7 standard
(Sikora 2001), yet is simple and rather effective.

The descriptor by design considers color similarity
between images, whilst is invariant to geometrical
transformations. It analyzes colored images by
matching the actual colors to a number of h hues and
vintensity values in the HSV color space. This results
in a quantized image with g = h + vchannels. From the
quantized image two further quantities are calculated
per channel: (a) the coordinate of the center of mass
and (b) the percentage coverage. Subsequently, these
values are normalized within the range [0,1]. At the
end, the normalized quantities are put together in a
vector forming the final signature. We term this
descriptor as Color Gravity Descriptor (CGD), due to
its inherent characteristic to form color discs with
specific mass and capture the attractions among them.

The procedure of ordering the candidate pool by its
visual similarity is as follows: (a) extract the CGD
signatures; (c) calculate a single cluster with
Chebyshev distance; (d) calculate the mean pand
standard deviation oof that single cluster; and (e) use
the pand ato arrange the samples by their distance from
the center of the cluster in a weighted manner.

As it happens, the two ranking systems have different
arranging criteria. Thus, a method is needed to produce
an optimal ranking that maximizes some sort of

agreement. The approach followed in this pipeline is to
calculate the pair wise disagreement tmeasured with
Kendall Tau and then maximize the following loss
function (van Blokland-Vogelesang 1989):

argmaxy. d(z,7)<Y d(t,7) VTEN(1)

This aggregation module can combine any ranking
system, but a naive implementation can lead in trying
to solve an NP-hard problem (Bartholdi, Tovey &
Trick 1989). Approximations using weighted graphs
have been proposed as well (Conitzer, Davenport &
Kalagnanam n.d.).

5. Experimental verification
5.1. Setting up the parameters

The proposed workflow consists of several modules,
which need certain parameters to work as expected i.e.,
the desired number Kof samples per class, and the
threshold 6 per method which separates duplicates
from the rest.

To find the optimal threshold for the image hashing
algorithms, an experiment is conducted similar to the
one proposed by (Ke, Sukthankar & Huston 2004). A
random subset is taken comprised of 2000 unique food
images from the ETH Food-101 dataset. For each
image the following 40 transformations are applied: (a)
colorization, (b) contrast adjustment, (c) cropping, (d)
despeckling, (e) downsampling, (f) mirroring
(flipping), (g) change of format, (h) framing, (i)
rotation, (j) scaling, (k) saturation enhancement and (1)
intensity adjustment. These transformations result in
82000images, of which the signatures are extracted
respectively with each image hashing method.
Distances and confusion matrices are calculated for all
images. The desired threshold 6is the one that
minimizes the following function:

arg min |[FN — FP)|

To test the thresholds, another sample of 20000 images
is taken from the same dataset with mutual exclusion in
respect to the training one. Then, 500 of them are
randomly selected and undergo the aforementioned
transformations. This results in a test set of 40000

images. The achieved cross-validated accuracy for o(®)
= 3 (average image hash), o) = 14 (difference hash)

and 6(P) = 14 (perceptual hash) are 85.57%, 86.72%
and 86.5% respectively.

5.2. Data acquisition

From the Amalthea ontology 361 labels of dishes
served in Greek restaurants were extracted. The

SEVETLIDIS et al. 138



4™ CAA GR Conference

Athens, Greece 2021

pipeline queried two search engines (Google and
DuckDuckGo), in order to populate these classes with
candidate  samples. The Food/NonFood and
deduplication modules rejected initially all the
undesired content. A total of 401231 images were
collected from the Web. In total, 128K were rejected as
duplicate (32%) and 107K as non-food (26.8%). Note
that, the deduplication module was not applied on the
non-food images. Since the purpose of this pipeline is
to produce a balanced dataset, the need for the pruning
and the class assignment modules is evident in

Sample distribution per class grouped by their parent-chil

1200

1000

Figure 3, which shows many underpopulated classes
within a group of semantically similar. After pruning
the classes according to the procedure described
previously, there were 169 classes left.

The pruning module by design merges underpopulated
classes with other relevant classes in the same group or
their parent nodes; this is repeated indefinitely until the
completeness criterion is met. We chose to not let this
happen in this work and we parameterized the module
to stop the merging procedure when a class was
merged with its parent. Thus, underdeveloped classes
were removed completely (4 classes).

Sample distribution per class grouped by their parent-child relation

1200

200

il |

0

Figure 3. The sample distribution grouped by their relation to a common super-class
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Sample distribution per class
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3500

3000

2500

2000
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Figure 4. The final distribution of the dataset

The final module of this workflow is the one which
assigns the candidate samples into their respective
classes by aggregating a visual similarity and an
indexing ranking system. Therefore, 165 classes were
kept that met the dataset completion criterion (in this
case 550 images per class), as shown in Figure 4.

5.3. Food recognition

A visual example of the created dataset, in which the
samples were collected and curated by the proposed
workflow, is shown in. To test its fitness for dish
recognition, a classification experiment was conducted
using the vanilla InceptionV2 architecture pretrained
on the ImageNet. The dataset was split into training
and testing instances with ratio 80 to 20 respectively.
Affine transformations were applied on each training
set. To avoid overfitting, regularization mechanisms
were employed i.e., Dropout and batch normalization.
The performance of classification on the test set is 76
(+4.81) %. The just above the average accuracy score

indicates the classifier struggled to perform
remarkably. Since we didn’t account for food co-
occurrence and between classes’ similarity during the
construction of the dataset, these are probable
complications. However, classification tasks are
attainable, in this dataset which has been constructed in
a fully automatic manner.

6. GRE-Taste

The purpose of the GRE-Taste project is twofold: (a)
creation of a platform for the promotion of gastronomic
tourism as a holistic travel experience with the use of
cutting-edge technologies and the cooperation of agri-
food / catering / culture companies (b) scientific
recording of the complex Greek cultural stock concerns
food. The GRE-Taste project aims at an innovative
rearrangement of the tourism applications landscape by
adopting a thematic design of the tourism experience.
In this context a theme/location-central planning
system has been developed (Figure 5).

A
GRE -Tasl

Savouring Greece

(a)

(b)
Figure 5. The GRE-Taste (a) web-portal's landing page and (b) the corresponding smartphone app.
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Food recognition

8 &
T —
Captured
image
(a) (b)

Search result

pastitsio

Nutritional  Recipies  Locations

otidiana, Patina Apiciana). S. Silvano, F. Sabban, *Pasta: The
s, New York, 2002, p 16. J. Dommers Vehling, “Apicius Cookery

(c)

Figure 6. Using the recognition service offered at the GRE-Taste web portal. (a) the captured image is (b) uploaded at
the service and the (c) result offers a multitude of information

Also, the project offers a trilingual (Greek, English,
Russian) innovative tourist guide' with which the
visitor first starts from what he or she wants to do,
where and what he or she wants to eat and drink and
based on these can arrange the places he or she can
visit. All services are accessible via the project’s web
portal and its smartphone app. Particularly, the tourist
can perform food recognition by capturing a
photograph depicting a food and then upload it to the
corresponding service. Then, internally the service
performs the food recognition task using the model
which was trained on the aforementioned dataset. A
successful identification results in producing the
identified label to the user prompting him to continue
finding more about that plate (ingredients, similar
foods, culture related notes, recipes, etc.). In case the
identification turns ambiguous, the service replies with
the TOP-5 label retrievals, so the user can choose from
them and learn more. A visual example of the process
is shown in

Figure 6.
7. Discussion

The development of a food recognition service for
culinary tourism in northern Greece has been the
primary focus of this work. However, the potential for
the methodologies and workflows established to be

‘A cross-platform online version of the system can be
found in http://gre-taste.ceti.gr. The system can be used
on a mobile device as a service and can be easily
ported to a native mobile apphttps://gre-
taste.athenarc.gr/?page 1d=943.

applied in other domains, such as archaeology and
history, has been identified. The adaptation of web
crawling, data sorting, and machine learning model
generation processes for the creation of image data
repositories for archaeological artifacts, historical
monuments, and cultural heritage sites is feasible.
Nevertheless, the challenges associated with the initial
collection of open access data in the humanities,
particularly in archaeology and history, must be
acknowledged. Rooted in concerns over preservation
and copyright, hesitance towards open access data can
hinder the aggregation of a comprehensive dataset. The
adherence to FAIR data principles (Wilkinson 2016) —
ensuring data is Findable, Accessible, Interoperable,
and Reusable—is seen as crucial in overcoming these
obstacles and fostering a culture of openness and
collaboration in the humanities. The unlocking of new
insights and fostering a deeper understanding of our
cultural heritage can be facilitated by embracing these
principles and leveraging the power of machine
learning.

The integration of open access data principles in the
humanities has been met with both challenges and
opportunities. The digital era has brought about
unprecedented access to information, yet a certain
hesitance in fully embracing open access data has been
exhibited by the humanities. This reluctance often
originates from concerns over the preservation of
sensitive cultural information, copyright issues, and the
potential misuse of data (Novak 2021). Nevertheless,
the enrichment of humanities research through the
immense potential benefits of open access data has
been recognized, offering possibilities for cross-

SEVETLIDIS et al. 141


http://gre-taste.ceti.gr/
https://gre-taste.athenarc.gr/?page_id=943
https://gre-taste.athenarc.gr/?page_id=943

4™ CAA GR Conference

Athens, Greece 2021

disciplinary studies, wider dissemination of knowledge,
and the democratization of information.

The FAIR data principles provide a robust framework
for navigating these challenges. The ease of discovery
and indexing in databases is ensured when data is made
Findable. When data is made Accessible, it must be
retrievable by both humans and machines, with clear
and explicit conditions for its use. The ability of data to
be integrated with other datasets, tools, and
applications is referred to as Interoperability, which
facilitates collaborative research. Reusability pertains
to the capacity of data to be effectively reused in
different contexts, thereby maximizing its value
(Hiebel 2021).

The mitigation of challenges associated with open
access data can be supported by adhering to FAIR data
principles. A culture of transparency and collaboration
is encouraged, fostering trust within the community.
Furthermore, it ensures that collected and generated
data is leveraged to its fullest potential, paving the way
for innovative research and a deeper understanding of
our cultural heritage. As the development of
technologies and methodologies in fields like machine
learning and data science continues, the alignment of
these advancements with the FAIR principles to
promote ethical, responsible, and impactful research in
the humanities is deemed imperative.

8. Conclusions

In conclusion, an ontology is used to retrieve keywords
related to Greek food so a crawler can query the web
for data. The images collected from the web are
processed via a module to filter out duplicate and
irrelevant content. The valid ones form candidate pools
in respect to their class. In case a candidate pool does
not have the desired minimum number of samples, it is
merged with the semantically closest class according to
the information provided by the ontology.
Additionally, not all of these images fit into their
respective final class, since misclassified samples are
expected to have been collected in the first place. To
assign images into classes we assume intra-class visual
coherence, thus a ranking based on visual similarity is
used. Thus, to assign a candidate image to its
respective class an aggregated ranking of its intra-class
visual similarity and its position in the retrieved results
is calculated. Finally, the top candidate images within
the range of the minimum number of desired samples
are harnessed and a Greek food image dataset is
created. A deep learning architecture is trained on that
dataset for the task of food recognition. The produced
model is used at the core of a publicly accessible

service via the GRE-Taste’s web portal and its
smartphone app counterpart.
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